
Math31042 Fractal Geometry: Summer 2019 Exam

Solutions

March 5, 2019

Students should be able to

• (ILO1) define the Hausdorff measure, Hausdorff dimension and box dimension of a set,

explaining why any limits involved in the definition are well defined. State and prove

lemmas from the course involving these concepts,

• (ILO 2) give upper bounds for the Hausdorff and box dimensions of sets by constructing

suitable sequences of covers,

• (ILO 3) give lower bounds for the Hausdorff and box dimension of sets using the mass

distribution principle, Lipschitz maps, and separation arguments,

• (ILO 4) define an attractor of an iterated function system and prove that such attrac-

tors exist and are unique,

• (ILO 5) state and prove the formula for the Hausdorff dimension of self-similar sets.

A1) a) A δ-cover of E is a collection {Uj}j∈J of sets Uj ⊂ X satisfying that E ⊂
⋃
j∈J Uj

and that each Uj has |Uj| ≤ δ.

Hs
δ(E) := inf{

∑
j∈J

|Uj|s : {Uj}j∈J is a δ-cover of E}.

[3 marks, bookwork]
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b)

Hs(E) := lim
δ→0
Hs
δ(E).

For any δ′ < δ we have that any δ′-cover of E is also a δ-cover of E. Thus

Hs
δ′(E) ≥ Hs

δ(E).

SinceHs
δ(E) is monotone in δ we conclude that the limit as δ → 0 exists. [4 marks, bookwork]

c) An outer measure µ on X is a function µ : P(X)→ [0,∞] satisfying

1. µ(∅) = 0

2. A ⊂ B ⊂ X implies that µ(A) ≤ µ(B)

3. If Aj ∈ P(X) for all j ∈ N then

µ

(
∞⋃
j=1

Aj

)
≤

∞∑
j=1

µ(Aj).

If A ⊂ B then any δ-cover of B is also a δ-cover of A. Hence

Hs
δ(A) ≤ Hs

δ(B).

Taking limits as δ → 0 gives Hs(A) ≤ Hs(B). [5 marks, bookwork]

d) Define

dimH(E) = inf{s : Hs(E) = 0} = sup{t : Ht(E) =∞}.

Let A ⊂ B. Then since Hs is an outer measure, we have that

Hs(B) = 0⇒ Hs(A) = 0.

Hence

inf{s : Hs(A) = 0} ≤ inf{s : Hs(B) = 0}

and so dimH(A) ≤ dimH(B). [bookwork, 5 marks] Q1 all ILO 1
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A2 a) An outer measure is a mass-distribution if it has bounded support and if

0 < µ(X) <∞.

[Alternative statement for last part, 0 < µ(supp(µ)) <∞.]

[3 marks, bookwork]

c) Statement: Let µ be a mass distribution on E, and suppose that for some s there are

numbers c > 0 and ε > 0 such that

µ(u) ≤ c|U |s

for all sets U ⊂ E with |U | < ε. Then

Hs(E) ≥ µ(E)

c

and hence s ≤ dimH(E).

Proof: If {Uj}j∈J is any δ-cover of E where δ < ε then

µ(E) ≤ µ

(⋃
j∈J

Uj

)
≤
∑
j∈J

µ(Uj) ≤ c
∑
j∈J

|Uj|s.

Rearranging gives ∑
j∈J

|Uj|s ≥
µ(E)

c
> 0

for any δ-cover of E, and so Hs(E) > 0. Hence dimH(E) ≥ s. [6 marks, bookwork]

d) Consider one dimensional Lebesgue measure λ1 on [0, 1]. If |U | < δ then

λ1(U) = |U | ≤ δ1.

Thus 1 ≤ dimH([0, 1]) by the mass distribution principle.

[4 marks, example sheet] Q2 ILOs 1 and 2
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A3 a) S(X) is the set of non-empty compact subsets of X. The Hausdorff metric dH on

S(X) is given by

dH(A,B) := inf{δ > 0 : A ⊂ Bδ and B ⊂ Aδ}

where for a set C ∈ S(X) the set Cδ := {x ∈ X : ∃c ∈ C with d(x, c) ≤ δ}.

dH({0}, [1, 2]) = 2.

[5 marks, bookwork/simple example]

A3 b) An iterated function system {φ1, · · ·φN} satisfies the open set condition if there is

a non-empty open set Y ⊂ X such that φi(Y ) ⊂ Y for each i ∈ {1, · · · , N} and such that

φi(Y ) ∩ φj(Y ) = φ

whenever i 6= j.

The Sierpinski gasket is the self-similar set associated to the three contractions φ1, φ2, φ3 :

R2 → R2 given by

φ1(x, y) =
(x

2
,
y

2

)
, φ2(x, y) =

(
x+ 1

2
,
y

2

)
, φ3(x, y) =

(
x

2
+

1

4
,
y

2
+

√
3

4

)

which satisfies the open set condition. [4 marks, bookwork]

A3 c) For the iterated function system Φ = {φ1, · · ·φk}, let the similarities φi have con-

traction ratio ci < 1 then the similarity dimension is the unique s such that

k∑
i=1

csi = 1.

If each ci takes the same value c then the above equation reduces to

kcs = 1

and hence

s =
log(k)

− log(c)
.

[4 marks, bookwork]Q3 Pre-ILO 3
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A4) Let U = {Uj}j∈J be a δ-cover or E. Then the collection

U + 1 := {Uj + 1}j∈J

is a δ-cover of E + 1. Then

Hs
δ(E + 1) ≤

∑
j∈J

|Uj + 1|s

=
∑
j∈J

|Uj|s.

Taking the infimum over all δ covers gives Hs
δ(E + 1) ≤ Hs

δ(E), and reversing the role of E

and E + 1 gives the reverse inequality. Hence

Hs
δ(E + 1) = Hs

δ(E)

for all δ > 0, letting δ → 0 givesHs(E) = Hs(E+1), and henceHs(E) = 0 ⇐⇒ Hs(E+1) =

0. Taking the infimum of the s for which the previous equations hold gives

dimH(E + 1) = dimH(E)

as required. [5 marks, variant on exercise sheet] Q4 ILOs 2 and 3
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B5, a) Standard sketch

[3 marks, easy variant on standard example]

B5 b) Let δ > 0 and choose k ∈ N such that

√
2.3−k ≤ δ <

√
2.3−(k−1).

Then E can be covered by the 3k sets

φa1 ◦ · · ·φak([0, 1]2)

where each ai ∈ {1, 2, 3}. These sets have diameter
√

2.3−k ≤ δ, so this gives a δ-cover of E.

Hence Nδ(E) ≤ 3k. Then

log(Nδ(E))

− log(δ)
≤ 3k

− log(3−(k−1))

=
k

k − 1

log 3

log 3
.

Taking limsup as δ → 0, k →∞ gives dimB(E) ≤ 1.

[5 marks, easy variant on standard examples]

B5 c) Consider the map π1 : R2 → R given by π1(x, y) = x. This is a Lipschitz map since

d(π1(x1, x2), π1(y1, y2)) = |x1 − y1| ≤
√

(x1 − y1)2 + (x2 − y2)2 = d((x1, x2), (y1, y2)).

Hence by a theorem from the course,

dimH(π1(E)) ≤ dimH(E).

But π1(E) = [0, 1] which has Hausdorff dimension 1, and so

dimH(E) ≥ 1

as required.

[6 marks, easy variant on standard example (Cantor dust)]. Q5 ILOs 2 and 3
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B6 a) f : (X, d)→ (X ′, d′) is α-Hölder continuous with constant K if for all x, y ∈ X with

d(x, y) ≤ 1,

d′(f(x), f(y)) ≤ Kd(x, y)α

Let {Uj}j∈J be a δ-cover of E for δ ≤ 1. Then |f(Uj)| < Kδα and so {f(Uj)}j∈J is a Kδα

cover of f(E).

Then

H
s
α
Kδα(f(E)) ≤

∑
j∈J

(K|Uj|α)
s
α = K

s
α

∑
j∈J

|Uj|s

This holds for each δ-cover of E, so taking the infimum gives

H
s
α
Kδα(f(E)) ≤ K

s
α (Hs

δ(E))

Taking the limit as δ → 0 gives the required statement. [bookwork 6 marks]

B6 b) If f : (X, d)→ (X ′, d′) is α-Hölder and E ⊂ X, 0 < α ≤ 1, then

dimH(f(E)) ≤ 1

α
dimH(E)

[bookwork 2 marks]

B6 c) Consider the function f : F → [0, 1] given by

f(
∞∑
i=1

ai3
−i) =

∞∑
i=1

ai
2

2−i.

Since each x ∈ F can be represented as
∑∞

i=1 ai3
−i with ai ∈ {0, 2}, this maps F surjectively

onto [0, 1]. If x, y ∈ F have 3−k ≤ |x− y| < 3−(k−1) then the sequences a corresponding to x

and b corresponding to y agree to the first k − 1 places. So

|f(x)− f(y)| ≤
∞∑
n=k

1

2n
= 2−(k−1).

So

|f(x)− f(y)| ≤ (3|x− y|)α
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where α = log 2
log 3

, and so f is α-Hölder. Since dimH([0, 1]) = 1, we have from the previous

theorem that

1 = dimH([0, 1]) ≤ 1

α
dimH(F )

and so dimH(F ) ≥ α = log 2
log 3

. [8 marks, exercise sheet] Q6 ILO 3
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B7 a) Let Φ = {φ1, · · ·φk} be an iterated function systems made of contractive maps on

X. Ψ : X → X is given by

Ψ(A) =
n⋃
i=1

φi(A).

Hutchinson’s theorem states that there is a unique set E ∈ S(X), that is a unique compact

non-empty subset of X, for which Ψ(E) = E. Furthermore, for any A ∈ S(X), Ψn(A)→ E

where convergence is in the Hausdorff metric.

For each i ∈ {1, · · · r} there exists ci < 1 such that φi : X → X is a contraction with

contraction constant ci. Letting c := max{c1, · · · cr} gives that

d(φi(x), φi(y)) < cd(x, y)

for all i ∈ {1, · · · , r} and x, y ∈ X.

Let A,B ∈ S(X). Now if dH(A,B) = δ then for all a ∈ A there exists b ∈ B such that

d(a, b) ≤ δ.

Then for all j and for all φj(a) ∈ φj(A) there exists φj(b) ∈ φj(B) such that

d(φj(a), φj(b)) ≤ cd(a, b) ≤ cδ.

Thus φj(A) ⊂ (φj(B))cδ, and since this holds for all j ∈ {1, · · · , r} we have

Ψ(A) ⊂ (Ψ(B))cδ.

Reversing the role of A and B in the above calculation gives Ψ(B) ⊂ (Ψ(A))cδ and hence

that

dH(Ψ(A),Ψ(B)) ≤ cdH(A,B).

Using the contraction mapping theorem on the complete metric space (S(X), dH) gives that

there is a unique ‘point’ E ∈ S(X) with Ψ(E) = E and such that, for any A ∈ S(X),

dH(Ψn(A), E)→ 0

as n→∞.

[8 marks, bookwork]
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B7 b) Let φ1(x) = x
3
, φ2(x) = x+1

2
, and let s be such that(

1

3

)s
+

(
1

2

)s
= 1.

Let c1 = 1
3
, c2 = 1

2
. Define a measure µ on E by letting

µ(φa1 ◦ · · ·φan(E)) = csa1 · · · c
s
an ,

and extend this to an outer measure on all subsets A of E by letting

µ(A) = inf{
∑
j∈J

µ(φaj1
◦ · · ·φajnj (E)) : A ⊂

⋃
j∈J

φaj1
◦ · · ·φajnj (E)}.

Let U ⊂ E have |U | < 1. For x ∈ {1, · · · , r}N let

kx := min{k ∈ N : cx1 · · · cxkx ≤ |U |}

This gives us a finite cover of E

U = {φx1 ◦ · · ·φxkx ([0, 1]) : x ∈ {1, · · · , r}N}

made of disjoint sets of roughly the same diameter (which is roughly equal to |U |).
Note that

µ(φx1 ◦ · · ·φxkx ([0, 1])) = csx1 · · · c
s
xkx
≤ (|U |)s

Now since cx1 · · · cxkx−1
> |U | we see that the disjoint intervals φx1 ◦ · · ·φxkx ((0, 1)) have

diameter at least |U |
3

, and so U can intersect at most 3 such intervals. In fact, U is covered

by these 3 intervals (since E is covered by the collection U , and U ⊂ E. Then

µ(U) ≤
3∑
i=1

µ(φxi1 ◦ · · ·φxik
xi

([0, 1])

≤ 3|U |s.

Hence by the mass distribution principle we conclude that Hs(E) > 0 and dimH(E) ≥ s as

required. [8 marks, special case of bookwork]

ILOs 4 and 5
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MATH31052

1.

(a) Define what is meant by a topology on a set X.

(b) Define what is meant by the usual topology on a subset X ⊂ Rn.

(c) Define what is meant by saying that a function f : X → Y between topological spaces is
continuous. Define what is meant by saying that f is a homeomorphism.

(d) Consider the set X = {a, b, c} and τ = {∅, {a}, {b, c}, {a, b, c}}. Show that τ defines a topology
on X. Find all continuous maps from X → {1, 2} with the usual topology on {1, 2}.

[15 marks]

Solution

(a) Given a set X, a topology on X is a collection τ of subsets of X with the following properties:

(i) ∅ ∈ τ , X ∈ τ ;

(ii) the intersection of any two subsets in τ is in τ :

U1, U2 ∈ τ ⇒ U1 ∩ U2 ∈ τ ;

(iii) the union of any collection of subsets in τ is in τ :

Uλ ∈ τ for all λ ∈ Λ⇒
⋃
λ∈Λ

Uλ ∈ τ.

[6 marks, bookwork]

(b) The usual topology on X ⊂ Rn is the subspace topology, i.e U ⊂ X is open if and only if for
every x ∈ X there is an ε > 0, such that Bε(x) ∩X ⊂ U . [2 marks, bookwork]

(c) f : X → Y is continuous if

V is open in Y ⇒ f−1(V ) is open in X

[1 marks, bookwork]

A homeomorphism is a continuous bijection with continuous inverse.

[2 marks, bookwork]

(d) • ∅, X ∈ τ ,

• the only non-trivial intersection is {a, b} ∩ {c} = ∅ ∈ τ ,
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• the only non-trivial union is {a, b} ∪ {c} = X ∈ τ .

First note, that every subset of {1, 2} is open in the usual topology (hence the usual topology
coincides with the discrete topology).

A map ψ : X → {0, 1} is a continuous, if and only if ψ−1({0}) ∈ τ and ψ−1({1}) ∈ τ (since
ψ−1(∅) = ∅ and ψ−1({0, 1}) = X are automatically open).

Assume ψ−1(0) = X this implies ψ(x) = 0 for all x ∈ X. Hence, ψ = const0 similarly if
ψ−1(0) = ∅ this implies ψ(x) 6= 0, hence, ψ(x) 6= 1 for all x ∈ X and ψ = const1. Now assume
ψ−1(0) = {a, b} it follows, that ψ(a) = ψ(b) = 0 and ψ(c) = 1. Similarly for ψ−1(0) = {c} we
conclude ψ(a) = ψ(b) = 1 and ψ(c) = 0. Hence, we have the four continuous functions

(i) a 7→ 1, b 7→ 1, c 7→ 1

(ii) a 7→ 0, b 7→ 0, c 7→ 0

(iii) a 7→ 1, b 7→ 1, c 7→ 0

(iv) a 7→ 0, b 7→ 0, c 7→ 1

Alternatively, one can check all the 8 = 23 maps X → {0, 1} for their continuity by applying
the definition.

[4 marks, similar to question set]

[Total: 15 marks]

2.

(a) Define what is meant by saying that a topological space X is path-connected.

(b) What is meant by saying that path-connectedness is a topological property?

(c) Define what is meant by the set π0(X) of path-components of a topological space X.

(d) Prove that a continuous map of topological spaces f : X → Y induces a map f∗ : π0(X)→ π0(Y )
between the sets of path-components, taking care to prove that your function is well-defined.
Prove that if f is a homeomorphism then f∗ is a bijection.

(e) Use (d) to show that path-connectedness is a topological property.

(f) Consider the topological space (X, τ) from Question 1. (d), what are the path-components of
this space? Justify your answer.

[15 marks]

Solution

(a) A path from x0 to x1 in X is a continuous function σ : [0, 1]→ X with σ(0) = x0 and σ(1) = x1.

X is said to be path-connected if, for each pair of points x0, x1 ∈ X, there is a path in X from
x0 to x1.

[3 marks, bookwork]
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(b) Saying that path-connectedness is a topological property means that, if X ∼= Y are homeomor-
phic topological spaces, then X is path connected if and only if Y is path-connected.

[1 marks, bookwork]

(c) Define an equivalence relation on X by x ∼ x′ if and only if there is a path in X from x to
x′. Then the path-components of X are the equivalence classes and π0(X) is the set of all
equivalence classes.

[2 marks, bookwork]

(d) Suppose that f : X → Y is a continuous map. Then this induces a function f : π0(X)→ π0(Y )
by f([x]) = [f(x)]. This is well-defined because [x] = [x′] implies that x ∼ x′ so that there is
a path σ : [0, 1] → X in X from x to x′. Then f ◦ σ : [0, 1] → Y is a path in Y from f(x) to
f(x′) and so [f(x)] = [f(x′)].

[3 marks, bookwork]

If f is a homeomorphism then f∗ is a bijection since the inverse g = f−1 : Y → X induces a
function g∗ : π0(Y )→ π0(X) inverse to f∗ since g∗(f∗([x])) = [g(f(x))] = [x] and f∗(g∗([y])) =
[y]. [2 marks, bookwork]

(e) Being path-connected is by definition equivalent to #π0(X) = 1. Hence, this follows directly
from (d). [1 marks, bookwork]

(f) The path components are {a, b} and {c}. To see this one has to show, that there is a path in
X from a to b, but that there is no path from either a to c nor b to c. For the first statements
we can simply state a path, e.g. the one given by

σ(t) =

{
a t = 0,

b t ∈ (0, 1]

This is continuous, as σ−1(X) = [0, 1] = σ−1(a, b) = [0, 1] and σ−1(∅) = σ−1({c}) = ∅, which
are both open in [0, 1].

Assume σ : [0, 1] → X is path from a to c. Consider the function ψ : X → {1, 2} with ψ(a) =
ψ(b) = 0 and ψ(c) = 1. This is continuous by 1. (d). Now ψ ◦ σ : [0, 1] → {1, 2} ⊂ R is
surjective and continuous, which is in contradiction with the intermediate value theorem.

Similarly on shows, that there is no path from b to c. [3 marks, similar to question set]

[Total: 15 marks]

3.

(a) Suppose that q : X → Y is a surjection from a topological space X to a set Y . Define the
quotient topology on Y determined by q. State the universal property of the quotient topology.

(b) Suppose that f : X → Z is a continuous surjection from a compact topological space X to a
Hausdorff topological space Z . Define an equivalence relation ∼ on X so that f induces a
bijection F : X/∼ → Z from the identification space X/∼ of this equivalence relation to Z.
Prove that F is a homeomorphism. [State clearly any general results which you use.]
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(c) Prove that the quotient space (S1 × [0, 1])/(S1 × {1}) is homeomorphic to the closed unit disc
D2 (where S1 and D2 have the usual topology).

[15 marks]

Solution

(a) Given a topological space (X, τ) and a surjection q : X → Y the quotient topology on Y is
given by

{V ⊂ Y | q−1(V ) ∈ τ}.

The universal property of the quotient topology is: f : Y → Z to a topological space Z is
continuous if and only if the composition f ◦ q : X → Z is continuous.

[4 marks, bookwork]

(b) Given a continuous surjection f : X → Z, define an equivalence relation on X by x ∼ x′ ⇔
f(x) = f(x′). Then we may define F : X/∼→ Z by F ([x]) = f(x). Since [x] = [x′] ⇔ x ∼
x′ ⇔ f(x) = f(x′) (by the definition of the equivalence relation), the function F is well-defined.
Since F ([x]) = F ([x′])⇔ f(x) = f(x′)⇔ x ∼ x′ (by the definition of the equivalence relation)
it follows that [x] = [x′] and F is injective. Since f is a surjection, y = f(x) for some x ∈ X
and so y = F ([x]). Hence F is a surjection. This shows that F : X/∼ → Z is a bijection. The
map F : X/∼ → Z is continuous by the universal property since F ◦ q = f which is given as
continuous, where q : X → X/∼ is the quotient map given by q(x) = [x].

The space X/∼= q(X) is compact since it is the continuous image of a compact set. Hence
F is a homeomorphism since it is a continuous bijection from a compact space to a Hausdorff
space.

[7 marks, bookwork]

(c) Define f : S1 × [0, 1]→ D2 by f(x, t) = (1− t)x. This is a continuous surjection. Furthermore
f(x, t) = f(x′, t′) if and only if (x, t) = (x′, t′) or t = t′ = 1, i.e. (x, t) = (x′, t′), or (x, t) and
(x′, t′) ∈ S1 × {1}. Furthermore, S1 × [0, 1] is compact (a product of closed bounded subsets
of Euclidean spaces) and D2 is Hausdorff (a subspace of a Euclidean space). Thus the general
result in (b) gives the required homeomophism F : (S1 × [0, 1])/(S1 × {1} → D2.

[4 marks, similar to question set]

[Total: 15 marks]

4.

(a) Define what is meant by saying that a topological space is Hausdorff.

(b) Suppose that X and Y are topological spaces. Define the product topology on the Cartesian
product X × Y . [It is not necessary to prove that this is a topology.]

(c) Consider the Sierpinski topology τ = {∅, {a}, {a, b}} on X = {a, b}. Write down the product
topology on X ×X.
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(d) Prove that if X and Y are Hausdorff spaces, then the product space X × Y is Hausdorff, as
well.

(e) Prove that, if a topological space X is Hausdorff, then all singleton subsets {x} of X (where
x ∈ X) are closed. Give an example to show that the converse of this statement is false; that
is, if a topological space has all singleton subsets closed, it is not necessarily Hausdorff.

[15 marks]

Solution

(a) The topological space X is Hausdorff if, for each distinct pair of points x, y ∈ X, there exist
open sets U and V in X such that x ∈ U , y ∈ V and U ∩ V = ∅.

[2 marks, bookwork]

(b) The product topology on X × Y has a basis

{U × V | U open in X, V open in Y },

i.e. the open sets consist of all unions of such sets.

[2 marks, bookwork]

(c) The sets U × V with U, V ∈ τ are the following

∅, X ×X, {a} ×X = {(a, a), (a, b)}, X × {a} = {(a, a), (b, a)}

There is only one non-trivial union to consider: {(a, a), (a, b)}∪{(a, a), (b, a)} = {(a, a), (a, b), (b, a)}.
Adding it to the sets stated above we obtain

{∅, X ×X, {(a, a), (a, b)}, {(a, a), (b, a)}, {(a, a), (a, b), (b, a)}}.

[3 marks, similar to question set]

(d) Suppose X and Y are Hausdorff spaces and (x1, y1) 6= (x2, y2) ∈ X × Y . Then x1 6= x2 or
y1 6= y2 . If x1 6= x2 then there are disjoint open subsets U1, U2 ⊂ X such that x1 ∈ U1 and
x2 ∈ U2 . Then U1 × Y , U2 × Y are disjoint open subsets of X × Y as required. There is a
similar argument if y1 6= y2 . Hence X × Y is Hausdorff. [3 marks, bookwork]

(e) For each point x ∈ X \ {a}, since X is Hausdorff, there are disjoint open subsets Ux and Vx of
X such that a ∈ Ux and x ∈ Vx . Since the subsets are disjoint, a 6∈ Vx and so Vx ⊂ X \ {a}.
Hence X \ {a} =

⋃
x∈X\{a} Vx and so, being a union of open subsets, is open in X. Hence {a}

is closed in X. [4 marks, question set]

The set R with the cofinite topology as all finite sets closed and so, in particular, singleton sets
are closed but it is not Hausdorff. [1 mark, standard example]

[Total: 15 marks]
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5.

(a) Define what is meant by a compact subset of a topological space.

(b) Prove by using only the definition of compactness, that { 1
n
| n ∈ N} ⊂ R with the usual

topology is not compact.

(c) Prove that every compact subset of a Hausdorff topological space is closed.

(d) Give an example to show that the Hausdorff condition in (c) cannot be omitted.

[15 marks]

Solution

(a) K ⊂ X is compact if each cover of K by open subsets of X has a finite subcover.

[3 marks, bookwork]

(b) Consider the subsets Um = { 1
n
| n 6 m} for m ∈ N. These are open, since Um = X ∩ ( 1

m+1
, 2).

Then X =
⋃
m∈N Um. Assume F ⊂ {Um | m ∈ N} is a finite subcover. Then there exists an

N ∈ N such that Um 6∈ F for m > N . Hence, 1
N
6∈ U for U ∈ F and consequently 1

N
6∈
⋃
U∈F U .

[5 marks, bookwork]

(c) Suppose that K is a compact subset of a Hausdorff space X. To prove that K is closed we
prove that X \K is open, and we prove this by proving that it is a union of open subsets. Let
x ∈ X \K. Then, by the Hausdorff condition, for each a ∈ K there are open subsets Ua, Va of
X such that a ∈ Ua, x ∈ Va and Ua ∩ Va = ∅.
Then {Ua | a ∈ A } is an open cover for K. Hence, since K is compact, there is a finite
subcover {Uai | 1 6 i 6 n} for K. So K ⊂

⋃n
i=1 Uai .

Put Vx =
⋂n
i=1 Vai . Then Vx is a finite intersection of open sets and so is open and, since x ∈ Vai

for all i, x ∈ Vx. Furthermore, for 1 6 i 6 n, Vx ∩ Uai ⊂ Vai ∩ Uai = ∅ and so Vx ∩ Uai = ∅.
Hence Vx ∩

⋃n
i=1 Uai = ∅ and so Xx ∩K = ∅ or, equivalently, Vx ⊂ X \K.

Thus X \K =
⋃
x∈X\K Vx is a union of open sets and so is open. Hence K is closed.

[5 marks, bookwork]

(d) Consider X = [−1, 1]/ ∼, where s ∼ ±s when |s| < 1. Then U+ = X \ {[−1]} ∼= [0, 1] (via
q|[0,1]) is compact. But, q−1(U+) = (−1, 1], which is not closed in [−1, 1]. Hence, U+ is not
closed.

There are also simple finite examples. [2 marks, bookwork]

[Total: 15 marks]

6.

(a) Suppose that X1 is a subspace of a topological space X. Define what is meant by saying that
X1 is a retract of X.

6 of 7 P.T.O.
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(b) Show that S1 = {x ∈ R2 | |x| = 1} is a retract of the punctured plane R \ {0}.

(c) Explain how a continuous function of topological spaces f : X → Y induces a homomorphism
of fundamental groups f∗ : π1(X, x0)→ π1(Y, f(x0)) for x0 ∈ X. You should indicate why f∗ is
a well-defined homomorphism.

(d) Use the functorial properties of the fundamental group to prove that, if X1 is a retract of X,
then, for any x0 ∈ X1 , the homomorphism induced by the inclusion map

i∗ : π1(X1, x0)→ π1(X, x0)

is injective.

(e) Hence prove that S1 is not a retract of the closed disc D2 .

[You may quote any calculation of fundamental groups that you need, without proof.]

[15 marks]

Solution

(a) X1 ⊂ X is a retract of X when there is a continuous map r : X → X1, such that r(x) = x for
x ∈ X1. [3 marks, bookwork]

(b) By the functorial properties we have

r∗ ◦ i∗ = (r ◦ i)∗ = (idX1)∗ = idπ1(X1,x0) : π1(X1, x0)→ π1(X1, x0).

Since the composition of r∗ and i∗ is bijective r∗ must be surjective and i∗ must be injective.

[4 marks, bookwork]

(c) The function f∗ is defined by f∗([σ]) = [f ◦ σ]. It is well-defined since, if [σ0] = [σ1] then
σ0 ∼ σ1 and so there exists a homotopy H : σ0 ∼ σ1. Then f ◦H : I2 → Y gives a homotopy
f ◦ σ0 ∼ f ◦ σ1 and so [f ◦ σ0] = [f ◦ σ1].

To see that f∗ is a homomorphism suppose that [σ], [τ ] ∈ π1(X, x0). Then

f∗([σ][τ ]) = f∗([σ ∗ τ ]) = [f ◦ (σ ∗ τ)]

and
f∗([σ])f∗([τ ]) = [f ◦ σ][f ◦ τ ] = [(f ◦ σ) ∗ (f ◦ τ)]

and by writing out the formulae we see that f ◦ (σ ∗ τ) = (f ◦ σ) ∗ (f ◦ τ) : I → Y . Hence,
f∗([σ][τ ]) = f∗([σ])f∗([τ ]). [5 marks, bookwork]

(d) We have π1(S1, x0) = Z and π1(D2, x0) = 1, the trivial group. But there is not injective map
Z→ {1}. Hence, S1 cannot be a retract of D2. [3 marks, bookwork]

END OF EXAMINATION PAPER
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Intended learning outcome Question 1 2 3 4 5 6

prove that certain topological spaces are homeomorphic by constructing a concrete
homeomorphism

define the notions of path-connectedness and path-components and apply them to dis-
tinguish subsets of Euclidean space up to topological equivalence

decide whether a collection of subsets of a set determines a topology and whether a
map between topological spaces is continuous

define the subspace topology, the product topology and the quotient topology, prove
their universal properties and apply them to construct continuous maps

recognise whether or not a topological space is compact or Hausdorff and state the
basic properties of compact and Hausdorff spaces and their proofs

define the fundamental group, use it to distinguish topological spaces, apply the func-
torial properties to find obstructions for the existence of particular continuous maps

Color scheme: light=less challenging, dark = more challenging. Note, that there is a great variation
within each question.
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Solutions

A1, (3+3+4)
a) Riemannian metric G on n-dimensional manifold Mn defines for every point p ∈M

the scalar product of tangent vectors in the tangent space TpM smoothly depending on
the point p. It means that in every coordinate system (x1, . . . , xn) a metric G = gikdx

idxk

is defined by a matrix valued function gik(x) (i = 1, . . . , n; k = 1, . . . n) such that for any
two vectors A = Ai(x) ∂

∂xi ,B = Bi(x) ∂
∂xi , tangent to the manifold M at the point p with

coordinates x = (x1, x2, . . . , xn) (A,B ∈ TpM) the scalar product is equal to:

〈A,B〉G
∣∣
p

= G(A,B)
∣∣
p

= Ai(x)gik(x)Bk(x) ,

where
1. G(A,B) = G(B,A), i.e. gik(x) = gki(x) (symmetricity condition)
2. G(A,A) > 0 if A 6= 0, i.e.
gik(x)uiuk ≥ 0, gik(x)uiuk = 0 iff u1 = . . . = un = 0 (positive-definiteness)

3. G(A,B)
∣∣
p=x

,i.e. gik(x) are smooth functions.

(b) Symmetricity condition g12 = g21 means that B ≡ C.
Consider vector fields X = ∂

∂u and Y = ∂
∂v . Since these both vector fields do not

vanish, positive-definitness condition says that G(X,X) = A > 0 and G(Y,Y) = D > 0.

(c) If det g = 0 hence this 2× 2 matrix has non-zero eigenvector A with eigenvalue 0:

A = a∂u + b∂v such that a 6= 0 or b 6= 0 and

(
A B
B D

)(
a
b

)
= 0. Thus G(A,A) = 0.

This contradicts to positive-definitness condition.
Remark Positive definitness implies that det g > 0. This was discussed during tuto-

rials, but it is not an easy question.

A2, (2+(5=2+3)+3)
a) n-dimensional Riemannian manifold (M,G) is locally Euclidean Riemannian man-

ifold, if in a vicinity of every point p there exist local coordinates u1, . . . , un such that
Riemannian metric G in these coordinates has an appearance

G = duiδikdu
k = (du1)2 + . . .+ (dun)2 .

(b) For this cylindrical surface the induced Riemannian metric is

G = (dx2+dy2+dz2)x=3 cosϕ,y=3 sinϕ,z=h = (−3 sinϕdϕ)2+(3 cosϕdϕ)2+dh2 = 9dϕ2+dh2 .

In a vicinity of every point one can consider new local coordinates u = h, v = 3ϕ then
du2 + dv2 = dh2 + 9dϕ2. We see that in local coordinates u, v metric is Euclidean, i.e.
thhese coordinates are Euclidean.

c) One can consider new local coordinates
{
ũ = u+ a
ṽ = v + b

, where a, b are arbitrary con-

stants then evidently (dũ)2 + (dṽ)2 = du2 + dv2.

1



Another solution One can consider new local Euclidean coordinates (which are ’ro-

tated’)

{
ũ = u cosϕ− v sinϕ
ũ = u sinϕ+ v cosϕ

. These are also Euclidean coordinates.

A3, (3+5+(7=2+5))
a) Affine connection on M is the operation ∇ which assigns to every vector field X a

linear map ∇X on the space of vector fields: ∇X (λY + µZ) = λ∇XY+µ∇XZ (λ, µ ∈ R),
which satisfies the following additional conditions:

1 For arbitrary (smooth) functions f, g on M

∇fX+gY (Z) = f∇X (Z) + g∇Y (Z) (C∞(M)-linearity)

2 For arbitrary function f

∇X (fY) = (∇Xf)Y + f∇X (Y) (Leibnitz rule)

(∇Xf is just usual derivative of a function f along vector field: ∇Xf = ∂Xf .)

(b) Using these properties we have

e−F∇X(eFY) = e−F (∂Xe
F )Y+e−F ·eF∇XY = e−F ·eF∂XFY+∇XY = ∂XFY+∇XY .

(c) Canonical connection on Euclidean space En is a connection such that its Christof-
fel symbols vanish in Cartesian coordinates.

We have that
{x = r cosϕ
y = r sinϕ , r =

√
x2 + y2, hence

Γrrr =
∂2x

∂r2
∂r

∂x
+
∂2y

∂r2
∂r

∂y
= 0 , since ∂2x

∂r2 = ∂2y
∂r2 = 0

and

Γrϕϕ =
∂2x

∂ϕ2

∂r

∂x
+
∂2y

∂ϕ2

∂r

∂y
= −r cosϕ

x

r
− r sinϕ

y

r
= −r cos2 ϕ− r sin2 ϕ = −r

A4, (4+7+4)
a) Let M be a surface in E3, K be Gaussian curvature, ||gαβ || induced Riemannian

metric, Rikmn—Riemann curvature tensor of Levi-Civita connection, R—scalar curvature
of this tensor. Then

R

2
=
R1212

det g
= K .

b) We have for the saddle

ru =

 1
0
kv

 , rv =

 0
1
ku

 ,n(u, v) =
1√

1 + k2u2 + k2v2

−kv−ku
1

 ,

2



here n(u, v) is normal unit vector field to the surface at the point p: (ru,n) = (rv,n) = 0
and (n,n) = 1.

Calculate shape operator at the point u = v = 0:

S (ru) = −∂n(u, v)

∂u

∣∣
u=v=0

=

 0
k
0

 = krv , S (rv) = −∂n(u, v)

∂v

∣∣
u=v=0

=

 k
0
0

 = kru ,

S
∣∣
u=v=0

=

(
0 k
k 0

)
, and curvature at this point is equal to K = detS = −k2.

Thus the scalar curvature at the point p is equal to R = 2K = −2k2.
c) Suppose there exist local coordinates in a vicinity of a point p such that G =

du2 + dv2. Then in these coordinates all components of Christoffel symbols vanish ⇒
R = 0. Contradiction.

B5 (6+4+10)
The total area of the plane with respect to the stereographic metric F ∗G is equal

to the total area of the sphere without point= total area of the sphere =4π since F is
isometry of R2 onto S2N.

Another solution One can calculate it straightforwardly by brute force:
area of R2 with respect to the metric Gstereographic=

=

∫
R2

√
det gdudv =

∫
R2

√(
4

(1 + u2 + v2)2

)2

dudv =

∫
R2

4

(1 + u2 + v2)2
dudv =

∫
R2

4

(1 + r2)2
rdrdϕ = 2π

∫ ∞
0

2dz

(1 + z)2
= −4π

1

1 + z

∣∣∞
0

= 4π, .

(here we used polar coordinates, and did substitution z = r2) The second solution is longer
but not terribly longer.

Using stereogrpahic coordinates


x = 2u

u2+v2+1

y = 2v
u2+v2+1

z = u2+v2−1
u2+v2+1

, we have z = x⇔ u2+v2−1
1+u2+v2 = 2u

1+u2+v2 ,

i.e. u2 + v2 − 1 = 2u, i.e. (u − 1)2 + v2 = 2. i.e. C ′ is the circle in R2 of the radius
√

2
with centre at the point u = 1, v = 0.

c) The interior of the circle C ′ is the isometric image (stereographic projection) of the
interior of the circle C on the sphere, i.e. the area of the interior of the circle C ′ is equal
to the area of the half-sphere = 2π.

Remark We can try to perform straightforward solution as for the case above using
a brute force. We come to:

Area of the interior of C ′ =

∫
(u−1)2+v2≤2

4

(1 + u2 + v2)2
dudv =

∫ ∞
0

dr

(∫ 2π

0

dϕ
4rdϕ

(1 + r2 + 2r cosϕ)

)
.
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Here we did substitution:

{
u = 1 + r cosϕ
v = r sinϕ

I do not think that it is realistic to calculate quickly this integral, and show that it is equal
to 2π

B6(6+8+6)
a) LetM be a Riemannian manifold with metricG = gikdx

idxk. Let∇ be a symmetric
connection on M , i.e. its Christophel symbols Γmik satisfies the condition: Γmik = Γmki. We
say that symmetric connection ∇ is Levi Civita connection if it preserves scalar product,
i.e. if for arbitrary vectors Y,Z at an arbitrary point

∂X < Y,Z >=< ∇X (Y) ,Z > + < Y,∇X (Z) > . (B6, 1)

Levi-Civita Theorem claims that on the Riemannian manifold (M,G) there exists uniquely
defined Levi Civita connection. In local coordinates Christoffel symbols of this connection
have the following appearance:

G = gikdx
idxk ⇒ Γmik(x) =

1

2
gmn(x)

(
∂gin(x)

∂xk
+
∂gkn(x)

∂xi
− ∂gik(x)

∂xn

)
. (B6, 2)

b) Use the Levi-Civita formula above. The derivatives of Riemannian metric vanish
at the point u = v = 0. Indeed we have that

G = σ(du2 + dv2) , ||gαβ || =
(
σ 0
0 σ

)
,where σ =

4R2

(1 + u2 + v2)
, (B6.3)

hence for example

∂guu
∂v

∣∣
u=v=0

=
∂σ

∂v

∣∣
u=v=0

=
−2 · 4R2 · 2v
(1 + u2 + v2)

∣∣
u=v=0

= 0 .

Hence according to formula (B6,2) all Christoffel symbols vanish at the point u = v = 0
in stereographic coordinates.

c) Denote by Γ̃uuu,Γ
u
uv, . . . , Γ̃

v
vv Christoffel symbols of the connection ∇̃. Consider

preservation of scalar products (B6,2) by the connection ∇̃. We have that 〈∂u, ∂u〉 =
〈∂v, ∂v〉 = σ, 〈∂u, ∂v〉 = 0 hence due to equation (B6,1)

0 = ∂u〈∂u, ∂v〉 = 〈∇̃u∂u, ∂v〉+ 〈∂u, ∇̃u∂v〉 = Γ̃vuu〈∂v, ∂v〉+ Γ̃uuv〈∂u, ∂u〉 =

Γ̃vuuσ + Γ̃uuvσ ⇒ Γ̃uuv ≡ 0 , since Γ̃vuu ≡ 0 ,

and on the other hand

∂vσ = ∂v〈∂u, ∂u〉 = 2Γ̃uvuσ ⇒ Γ̃uvu =
1

2
∂v log σ 6≡ 0 .

i.e. connection ∇̃ is not symmetric: 0 ≡ Γ̃uuv 6= Γ̃uvu.
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We see that connection ∇ is not symmetric, hence it does not coincide with symmetric
Levi-Civita connection ∇.

The existence of the non-symmetric connection which preserves scalar metric does not
contradict to Levi-Civita theorem, which says about uniqueness of symmetirc connection
which preserves the scalar metric.

B7(6+4+10)
a)Let x = x(t), t1 ≤ t ≤ t2 be a parameterisation of curve C beginning at the point

p1 and ending at the point p2. such that x(t1) = p1 and x(t2) = p2. Let X = X1 ∈ Tp1
M

be an arbitrary tangent vector at the initial point p1 of the curve C. (The vector X is not
necessarily tangent to the curve C.) We say that X(t), t1 ≤ t ≤ t2 is a parallel transport
of the vector X1 ∈ T∂1M along the curve C:x = x(t), t1 ≤ t ≤ t2, and the vector field
X2 = X(t2) attached at the point p2 is the result of parallel transport of the vector X1

from the point p1 to the point p2 along the curve C if the following conditions obey
i) For an arbitrary t, t1 ≤ t ≤ t2, vector X(t), (X1 = X(t1)) is a tangent vector

attached at the point x(t), i.e. X(t) is a vector tangent to the manifold M at the point
x(t) of the curve C, X(t) ∈ Tx(t)M , and in particularly the vector X2 = X(t2) ∈ Tp2

M

ii) The covariant derivative of X(t) along the curve C equals to zero: ∇X(t)
dt = ∇vX =

0 .. If Xm(t) are components of the vector field X(t) and vm(t) are components of the
velocity vector v of the curve C, then the equation ∇X

dt = ∇vX = 0 has in the components
the following appearance:

dXi(t)

dt
+ vk(t)Γikm(xi(t))Xm(t) ≡ 0 , t1 ≤ t ≤ t2 . (B7, 1)

Here ∇ is Levi-Civita connection.
One can say that the result of parallel transport of the vector X1 ∈ Tp1

M along a
curve C is a vector X2 ∈ Tp2

M which is obtained from the solution of differentiao equation
(1) with intial condition X(t)

∣∣
t=t1

: X2 = X(t)
∣∣
t=t2

.
We define parallel transport using a parameterisation of the curve C, One can show

that the parallel transport X → X′ remains the same if we choose another parameteri-
sation of the curve C starting at the point p1, i.e. if new parameterisation has the same
orientation.

The differential equation (B7,1) defining parallel transport is a linear equation, and
the operator PC :Tp1M 3 X1 → X2 ∈ Tp2M is linear operator. The connection ∇ defining
parallel transport is Levi-Civita connection, it preserves scalar product:

d

dt
〈X(t),X(t)〉x(t) = ∂v〈X(t),X(t)〉x(t) = 2〈∇vX(t),X(t)〉x(t) = 0 ,

due to the equation ∇vdX = 0. We see that linear operator PC , operator of of parallel
transport, preserves scalar product, i.e. it is an orthogonal operator.

c) The plane C is on the distance h = R
√
2

2 . of the origin. Hence the area of the
segment of the spere D such that C = ∂D is equal to

S(D) = 2πR(R− h) = 2πR2

(
1−
√

2

2

)
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thus the angle of rotation of attached vectors under parallel transport is equal to

6 Φ =

∫
D

Kdσ =
1

R2
S(D) = π(2−

√
2) .

and

PC

(
Y
Z

)
=

(
cosπ(2−

√
2) − sinπ(2−

√
2)

sinπ(2−
√

2) cosπ(2−
√

2)

)(
Y
Z

)
.

Comments

INTENDNED LEARNING OUTCOME
On completion of this unit succesfull students will be able

I state the definition of a Riemannian manifold M and calculate the length of a curve,
and area of a domain in M

II calculate the Riemannian metric on surfaces embedded in E3

III define a connection on a manifold, state the Levi-Civita theorem, and calculate
the connection for surfaces of cylinder, sphere and cone in E3, and for Lobachevsky (hy-
perbolic) plane

IV state the properties of geodesics on a Riemannian manifold, and calculate the
parallel transport of vectors along a geodesics for the sphere and cylindre in E2 and for
Lobachevsky plane

V State the definition of the Riemann curvature tensor. Calculate the Riemann
curvature tensor for some 2-dimensional Riemannian manifolds.

ILO of questions:

Question A1 ILO I
Question A2 ILO I+II
Question A3 ILO III
Question A4 ILO II+V
Question B5 ILO I+II
Question B6 ILO III
Question B7 ILO IV+V

First four questions A1—A4 worth 10+10+15+15=50 points. These questions are essen-
tially bookwork and these questions are easy. Just to mention that

question c) in A1 (4 points) is not difficult, however may cause a problem.
question c) in A2 is also easy but unexpected.
question b) in A4 is bookwork but to answer this question you need to perform not

very easy calculations.

Next three questions B1,B2,B3 worth 20 points (every question). Student need to
answer two of these questions. Maximum for these questions is 40/90 These questions
are essentially more difficult. Just to mention that

6



Question B5— the question is difficult and the last part of the question is unseen. .
It is almost impossible to calculate the integral with brute force.

The half of the points of the question B6 a) is not easy but it is bookwork; to gain
another half of the points student needs to special efforts, the last part of the queston is
unseen.

B7 Question is not unseen, however to come to the final answer student has to guess
to use the right formula.

In total
Bookwork—-10+7+12+13+6+6+8=62
Easy questions—-6+7+10+8=31
Difficult or unseen—-0+3+0+0+0+10+8+10=31
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MATH32032 SOLUTIONS+MARKING SCHEME
SECTION A

Answer ALL questions in this section (40 marks in total)

Below are the questions and the model solutions. The paper tested the Intended Learning
Outcomes (ILO) of the course; ILO numbers next to each question refer to the following list.

ILO1 Define and illustrate main concepts and prove fundamental theorems concerning error-
correcting codes, given in the course.

ILO2 Calculate the parameters of given codes and their dual codes using standard matrix and
polynomial operations.

ILO3 Encode and decode information by applying algorithms associated with well-known fam-
ilies of codes.

ILO4 Compare the error-detecting/correcting facilities of given codes for a given binary sym-
metric channel.

ILO5 Design simple linear or cyclic codes with required properties.

ILO6 Solve mathematical problems involving error-correcting codes by linking them to concepts
from elementary number theory, combinatorics, linear algebra and elementary calculus.

c© The University of Manchester, 2019
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MATH32032 SOLUTIONS+MARKING SCHEME

A1. (a) ILO1, basic Define what is meant by:

Answer. [ bookwork — 5 ]

— a word x of length n in a finite alphabet F ;
[Answer: an element of F n = F × · · · × F (or equivalent) 1m ]

— a code C of length n in a finite alphabet F ;
[Answer: a non-empty subset of F n 1m ]

— the Hamming distance d(x, y) between two words x, y of length n;

[Answer: the number of positions where the two words differ 1m ]

— a nearest neighbour of a word x in a code C.
[Answer: a codeword c ∈ C such that d(x, c) = min{d(x, z) : z ∈ C}. 2m ]

(b) ILO1, ILO3, basic Let C be the binary repetition code of length 6. List the codewords of C. Write
down words x, y ∈ F6

2 such that x has exactly one nearest neighbour in C, and y has more than
one nearest neighbour in C.

Answer. [ bookwork + examples similar to classwork — 5 ]

C = {000000, 111111}. 2m

A possible example is x = 000000 and y = 000111. 3m

Comment. In fact, all the possible examples are as follows: x is a vector of weight other than 3, and y is
a vector of weight 3 in F6

2. This is because vectors of weight 0, 1 or 2 have 000000 as their unique nearest
neighbour in C, since their Hamming distance to 000000 is 0, 1 or 2 and their distance to 111111 is 6, 5
or 4. Similarly, vectors of weight ≥ 4 have unique nearest neighbour 111111 in C. Vectors of weight 3
are equidistant from 000000 and 111111 hence have two nearest neighbours in C.

[10 marks]

A2.

(a) ILO1, ILO3, basic Explain what is meant by a standard array for a linear [n, k, d]q-code C. State
the number of rows and the number of columns in a standard array for C. Explain how to decode
a received vector using the standard array.

Answer. [ bookwork — 5 ]

A standard array is a table with #C = qk columns and qn−k rows. Each vector in Fn
q appears exactly once

as an entry in the table. Each row is a coset of C, and the leftmost entry in the row is a coset leader.
The top row is the trivial coset (i.e., C itself). Each entry is the sum of the leftmost entry in its row and
the top entry in its column. 3m

To decode a received vector y ∈ Fn
q , look up y in the standard array and return the codevector at the top

of the column containing y. (Equivalently, subtract from y the leftmost entry of the row containing y.)

2m

You are now given that D = {0000, 0111, v, 1110} is a binary linear code.
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(b) ILO4, medium difficulty Prove that the vector v is 1001. Assuming that a codevector of D is sent

via BSC(p), show that, with probability p2 − p4, the received vector will contain an error which is
not detected.

Answer. [ standard, similar to classwork — 5 ]

A linear code is closed under addition, hence D must contain 0111 + 1110 = 1001, and this must
be the vector v. 2m

The probability in question, Pundetect(D), is given by the formula
∑n

i=1Ai(1− p)n−ipi where Ai is
the number of codevectors of weight i. 1m

In our case n = 4, A1 = 0, A2 = 1 and A3 = 2 so Pundetect(D) is (1 − p)2p2 + 2(1 − p)p3 1m
which expands as (1− p)p2(1− p+ 2p) = (1− p)p2(1 + p) = p2 − p4. 1m

(c) ILO3, basic Construct a standard array for D. Use the standard array you have constructed to give
an example where one bit error occurs in a codevector c of D and is not corrected by the standard
array decoder.

Answer. [ standard — 7 ]

A possible standard array is

0000 0111 1001 1110
0001 0110 1000 1111
0010 0101 1011 1100
0100 0011 1101 1010

. 5m

Detailed steps (not required in the exam):

• The top row is the code, starting from the zero codevector but otherwise in any order.

• Next, consider vectors of weight 1. Pick any of them, say 0001, and make it the coset leader
of the second row. Construct the second row by adding 0001 to the vectors in the top row.

• There are still vectors of weight 1 not present in the array, so we take any one of them, say
0010, and construct the third row by adding 0010 to the vectors in the top row.

• There is still one vector, 0100, of weight 1, not listed; we are forced to make it the coset
leader of the last row and construct the last row as above. Due to the choices made, there is
more than one correct answer but the weights of the chosen coset leaders must be 0, 1, 1, 1.

To give the required example, choose any codevector, for example c = 0000. We need to find a
received vector y which differs from c in one bit but is not in the column of c. Such a vector is
y = 1000. Thus, 0000 is transmitted, 1000 is received, Decode(y) = 1001 6= 0000 so that the error

is not corrected. (Examples may vary.) 2m

(d) ILO3, medium difficulty Assume that y, z ∈ F4
2, y 6= z, and that H is a parity check matrix for the

code D such that yHT = zHT . Can y and z occur in the same column of the standard array that
you constructed in part (c)? Justify your answer briefly.

Answer. [ unseen but an easy rider — 3 ]

No, such vectors cannot occur in the same column of any standard array. Indeed, let a parity check matrix
H be chosen. Then S(x) = xHT defines a syndrome map S : F4

2 → F2
2. By a result from the course,

S(y) = S(z) if and only if y and z belong to the same coset of D. But this would mean that y and z are

in the same row of the standard array, hence not in the same column. 3m
[20 marks]
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A3.

(a) ILO1, ILO2, basic Define what is meant by a line in the vector space Fr
q. Explain how to construct

a check matrix H for a Hamming Ham(r, q)-code. State without proof the number of rows and the
number of columns of H.

Answer. [ bookwork — 5 ]

A line in Fr
q is a one-dimensional subspace of Fr

q. 1m

A check matrix H has r rows and (qr − 1)/(q − 1) columns 2m and its columns are (non-zero)
representative vectors of lines in Fr

q, one representative from each line. 2m

(b) ILO5, basic Write down a check matrix of a ternary Ham(2, 3)-code.

Answer. [ seen — 2 ]

For example,

[
1 1 1 0
1 2 0 1

]
. 2m

Comment. The columns of the matrix must represent the four lines in F4
3. That is, there must be

four columns, and no two columns must be proportional.

(c) ILO5, difficult Write down a check matrix of a Ham(2, 5)-code C ⊆ F6
5 such that C contains the

vector 111111.

Answer. [Hamming code check matrices were done in class but without the zero sum constraint — 3 ]

An example of a valid answer is

[
1 3 1 1 4 0
1 1 3 4 0 1

]
. 3m

Comment. How to obtain such a matrix? One can pick any check matrix for Ham(2, 5) where the 6

columns represent all lines in F2
5, such as H =

[
1 1 1 1 1 0
1 2 3 4 0 1

]
(seen in the course). One checks

whether the code defined by H contains 111111, meaning
[
1 1 1 1 1 1

]
HT =

[
0
0

]
, or, the same,

the sum of columns of H is zero. If this is not the case, a matrix of a linearly equivalent code should be
obtained by scaling some columns of H. In the example of H above, it quickly becomes clear that the
sum of columns cannot be made zero by scaling just one column, but a suitable matrix can be obtained
by scaling, say, two columns.

[10 marks]
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SECTION B

Answer TWO of the three questions in this section (40 marks in total).
If more than TWO questions from this section are attempted, then credit will be given for the best TWO
answers.

B4. In this question, F is a finite alphabet of cardinality q, and C ⊆ F n is a code of cardinality M > 1.

(a) ILO1, basic Define what is meant by the minimum distance, d(C), of the code C.

Answer. [ bookwork — 2 ]

d(C) = min{d(x, y) : x, y ∈ C, x 6= y} where d(x, y) denotes the Hamming distance between the

words x and y. 2m

(b) ILO1, medium difficulty Prove the Singleton bound which says that M 6 qn−d(C)+1.

Answer. [ bookwork — 5 ]

Denote d(C) by d. Consider the function f : C → F n−d+1 where f(v) is the word obtained from v
by deleting the last d− 1 symbols.

The function f is injective: indeed, if v,w ∈ C, v 6= w, then by definition of the minimum distance,
v and w differ in at least d positions. Since f deletes only d− 1 symbol, the words f(v) and f(w)
still differ in at least one position. So f(v) 6= f(w).

Now, by the Pigeonhole Principle, injective functions f : C → F n−d+1 exist only if #C ≤ #F n−d+1.
We conclude that M ≤ qn−d+1. 5m

(c) ILO1, basic Let r be an integer between 0 and n. Define the Hamming sphere Sr(u) of radius r
centred at u ∈ F n. State and prove the formula for the cardinality of Sr(u) in terms of r, n and q.

Answer. [ bookwork — 5 ]

The Hamming sphere Sr(u) is the set {y ∈ F n : d(y, u) ≤ r}. 1m

One has #Sr(u) =
∑r

i=0

(
n
i

)
(q − 1)i. 2m

Observe that to choose a word at distance i from the word u, one needs to select i positions where
the word will differ from u — this can be done in

(
n
i

)
ways — then in each of the chosen i positions,

select a symbol different from the symbol in u, for which there are q − 1 ways. This shows that
#{y : d(y, u) = i} =

(
n
i

)
(q− 1)i. Taking the sum from i = 0 to r gives the cardinality of Sr(u) as

stated. 2m

(d) ILO1, basic State without proof the Hamming bound on M in terms of n, q and d(C). Define
what is meant by saying that C is a perfect code.

Answer. [ bookwork —3 ]

The Hamming bound is the inequality M ≤ qn/#St(u) for t = [(d(C) − 1)/2] and arbitrary u
(accept equivalent statements). 2m

The code C is perfect if the Hamming bound is attained, i.e., holds with equality. 1m
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(e) ILO6 calculus, difficult Show that if n = q = 60 and C is perfect, then d(C) 6= 7. Hint: you may
use the Singleton bound.

Answer. [ unseen — 5 ]

Assume for contradiction that d(C) = 7. Then t = [7−1
2
] = 3, and the denominator of the Hamming

bound is

#S3(u) =
3∑

i=0

(
n

i

)
(q − 1)i =

(
q

0

)
+

(
q

1

)
(q − 1) +

(
q

2

)
(q − 1)2 +

(
q

3

)
(q − 1)3. 2m

Let us show that this denominator is less than q6. Observe that
(
q
3

)
= q(q− 1)(q− 2)/6 < q3/6 and that

(q− 1)3 < q3. Hence the last term of the denominator is less than q6/6. We will also use the inequalities(
q
2

)
(q − 1)2 < q4 and

(
q
1

)
(q − 1) < q2. It follows that the whole denominator of the Hamming bound is

less than 1 + q2 + q4 + (q6/6) which is clearly less than q6, given that q is 60.

Since C is perfect, M equals the Hamming bound, so M > qn/q6 = qn−6. Yet by the Singleton bound,
M ≤ qn−d(C)+1 = qn−6. This contradiction shows that the assumption d(C) = 7 was false. 3m

Remark. The Tietäväinen–van Lint theorem about classification of perfect codes, seen in the course, does
not help in this question because q is not a prime power.

[20 marks]

B5. In this question, C ⊆ Fn
q is a linear code of dimension k.

(a) ILO1, basic Define what is meant by the inner product x · y of two vectors x, y ∈ Fn
q , and what is

meant by the dual code C⊥. State without proof the length and the dimension of C⊥.

Answer. [ bookwork — 5 ]

The inner product of x = (x1, . . . , xn) and y = (y1, . . . , yn) is the scalar x · y = x1y1 + · · ·+ xnyn.

(Accept xyT .) 1m

The dual code is C⊥ = {y ∈ Fn
q : y · c = 0, ∀c ∈ C}. 2m

The code C⊥ has length n and dimension n− k. 2m

(b) ILO3, medium difficulty Recall that C is self-orthogonal if C ⊆ C⊥. Prove that if C has a generator

matrix G such that GGT is a zero matrix, then C is self-orthogonal.

Answer. [ seen — 4 ]

We need to show that if y ∈ C then y · c = 0 for all c ∈ C. Since G is a generator matrix, every

codevector of C can be written as Encode(u) = uG for some u ∈ Fk
q . 2m

Hence we are proving that (uG) · (vG) = 0 for all u, v ∈ Fk
q , equivalently (uG)(vG)T = 0 which is

uGGTv = 0. But the latter is true given that GGT is zero. 2m

(c) ILO2, ILO6 number theory, medium difficulty A self-orthogonal code D ⊆ F4
q has generator matrix[

1 2 −1 2
2 1 2 −1

]
. Find a prime number q > 2 for which this is possible. Then write down a check

matrix for D, explaining how it is obtained.
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Answer. [ unseen — 4 ]

Let us find a prime q > 2 for which GGT = 0; then by part (b) the code is self-orthogonal. We

have GGT =

[
10 0
0 10

]
which is a zero matrix when q = 5. 2m

The quickest way to obtain a check matrix for D is to note that D ⊆ D⊥ and dimD = dimD⊥ = 2
so D = D⊥ and the matrix given in the question is therefore also a check matrix for D. 2m

However, an alternative (and less elegant in this case) way to obtain a check matrix is to bring the
generator matrix to standard form then apply a result from the course. Since q = 5, we have[
1 2 −1 2
2 1 2 −1

]
=

[
1 2 4 2
2 1 2 4

]
r2+=3r1−−−−−→

[
1 2 4 2
0 2 4 0

]
r1−=r2,r2×=2−1

−−−−−−−−−−→
[
1 0 0 2
0 1 2 0

]
= [I2|A]

so by a result from the course, a possible check matrix for D is [−AT |I2] =
[
0 3 1 0
3 0 0 1

]
.

(d) ILO6 linear algebra and combinatorics, difficult Assume that q = 2 and C ⊆ C⊥. Let WC(x, y) =∑n
i=0Aix

n−iyi be the weight enumerator of C. Prove that A2 6 k and that A2(A2 − 1)/2 6 A4.

Answer. [ unseen — 7 ]

Recall that, by definition of the weight enumerator, A2 is the number of codevectors of weight 2 in C.
Let eij ∈ Fn

2 be the vector of weight 2 where the ith and the jth bit are 1. Note that if C contains eij and
est, then eij · est = 0 which means that either {i, j} = {s, t} or {i, j} ∩ {s, t} = ∅. That is, vectors of
weight 2 in C correspond to disjoint pairs of indices; hence the set of vectors of weight 2 in C is linearly
independent. It immediately follows that A2 ≤ dimC = k. 4m

Furthermore, the above implies that any pair of codevectors of weight 2 sum to a codevector of weight 4,
and all such

(
A2

2

)
sums are distinct, thereby creating

(
A2

2

)
codevectors of weight 4. Therefore, A4, which

is the total number of codevectors of weight 4, is at least
(
A2

2

)
= A2(A2 − 1)/2, as claimed. 3m

[20 marks]

B6. In this question, we assume that vectors in Fn
q are identified with polynomials, in Fq[x], of degree

less than n in the usual way.

(a) ILO1, medium difficulty Let C ⊆ Fn
q be a cyclic code. Explain what is meant by a generator

polynomial of C. Show that there exists at most one generator polynomial of C.

Answer. [ bookwork — 5 ]

A generator polynomial g(x) is an element of C 1m such that g(x) is monic 1m and every
polynomial in C is a multiple, in Fq[x], of g(x). 1m (Accept equivalent criteria such as g(x) is
monic of least degree in C.)

Assume that g1(x) and g2(x) are generator polynomials of C. Then by definition g2(x) ∈ C so, again
by definition, g1(x) divides g2(x). In the same way, g2(x) divides g1(x). Since both polynomials are
monic, this implies that g1(x) = g2(x), proving uniqueness. 2m

(b) ILO2, medium difficulty Let Z ⊆ F8
7 be the cyclic code with generator polynomial x−1. Write down

a generator matrix for Z. Prove that Z = {(v1, v2, v3, v4, v5, v6, v7, v8) ∈ F8
7 :
∑8

i=1 vi = 0 in F7}.
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Answer. [ routine method + proof which was seen for other n and q — 5 ]

The generator polynomial g(x) = −1 + x corresponds to the vector
[
−1 1 0 0 0 0 0 0

]
in F8

7,
so a standard construction gives the following 7× 8 generator matrix for Z:

G =



−1 1 0 0 0 0 0 0
0 −1 1 0 0 0 0 0
0 0 −1 1 0 0 0 0
0 0 0 −1 1 0 0 0
0 0 0 0 −1 1 0 0
0 0 0 0 0 −1 1 0
0 0 0 0 0 0 −1 1


. 2m

Denote by Y the code {(v1, . . . , v8) ∈ F8
7 :
∑8

i=1 vi = 0}, given in the question (known as the zero sum
code of length 8). To prove that Z = Y , one may observe that each row of above generator matrix G
has zero sum hence belongs to Y . Since Z is spanned by the rows of G, we have Z ⊆ Y . However,
dimZ = 7 as G has 7 rows, and dimY ≤ 7 as Y 6= F8

7, so dimZ ≥ dimY , and as Z ⊆ Y , we have
Z = Y . 3m

You may use the factorisation (x− 1)(x+1)(x2 +1)(x2− 3x+1)(x2 +3x+1) of x8− 1 into irreducible
monic polynomials in F7[x] to answer the following questions.

(c) ILO5, medium difficulty Determine: (i) the total number of cyclic codes C ⊆ F8
7; (ii) the number

of cyclic codes C ⊆ F8
7 such that C ⊆ Z where Z is the code from part (b). Justify your answers

briefly.

Answer. [ (i) standard, (ii) easy rider — 4 ]

(i) The total number of cyclic codes in F8
7 is equal to the number of possible generator polynomials,

which are monic polynomials dividing x8− 1. Such a polynomial is a product of a subset of the set
of irreducible monic factors of x8 − 1 given above. Since there are 5 factors, the number of such
subsets is 25 = 32. Answer: 32. 2m

(ii) Since Z consists of all polynomials of degree < 8 divisible by x−1, a cyclic code C is contained
in Z if and only if all polynomials in C are divisible by x−1. Equivalently, the generator polynomial
g(x) of C is divisible by x− 1. Hence g(x) must be a product of x− 1 and a subset of the set of 4
remaining irreducible monic factors of x8 − 1, which can be chosen in 24 = 16 ways. Answer: 16.
2m

(d) ILO5, ILO2, difficult Prove that none of the cyclic codes in F8
7 is a Hamming code. Any facts from

the course can be freely used.

Answer. [ unseen — 6 ]

Assume for contradiction that a cyclic code C ⊆ F8
7 is Hamming. Then C must be Ham(2, 7), because

the length of Ham(r, 7) is 1 + 7 + · · ·+ 7r−1 which is greater than 8 unless r = 2. 1m

Observe further that the dimension of Ham(2, 7) is 8 − 2 = 6. Hence the generator polynomial g(x) of
C must be of degree 2. 1m

The monic divisors of x8−1 of degree 2 are (x−1)(x+1) = x2−1, x2+1, x2−3x+1 and x2+3x+1.
The first two polynomials correspond to vectors of weight 2 hence cannot be in C, as the weight of a
Hamming code is 3. 1m
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This leaves us with two possibilities for g(x): x2− 3x+1 and x2 +3x+1. Let us rule both of them out.
Assume g(x) = x2−3x+1. Then the check polynomial of C is h(x) = (x−1)(x+1)(x2+1)(x2+3x+1) =
(x4 − 1)(x2 + 3x + 1) = x6 + 3x5 + x4 − x2 − 3x − 1. The vector formed by the coefficients of h(x)
written backwards,

[
1 3 1 0 −1 −3 −1 0

]
, has weight 6 (accounting for the fact that x3 is not

present) and lies in C⊥. Yet C⊥ is a simplex code (a dual of the Hamming code) where, by a result from
the course, every non-zero codevector must have weight qr−1 = 7 and not 6. This contradiction proves
that C is not Hamming. (Alternatively, a 2 × 8 check matrix can be written down using h(x), and two
proportional columns can be pointed out, e.g., [0 1]T and [0 − 1]T .)

The case g(x) = x2 + 3x+ 1 is treated in the same way. 3m [20 marks]

END OF EXAMINATION PAPER
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Solutions for MATH32052 Hyperbolic Geometry Coursework Solutions, May/June 2019

Question Q1(i)

Learning Outcome

Classify Möbius transformations
in terms of their actions on the
hyperbolic plane: (i), (ii) low level;
(iii), (iv) medium level; (v) high level.

(i) is bookwork. The defini-
tions in (ii) are bookwork, the ex-
amples are similar to exercises. (iii)
is from the exercise sheets. (iv) was
sketched in the lectures with details
left as an exercise. (v) is unseen.

Solution

(i) A Möbius transformation is a transformation of the form γ(z) = (az + b)/(cz + d),
a, b, c, d ∈ R, ad− bc > 0. [2 marks]

(ii) Let γ(z) = (az + b)/(cz + d). By dividing numerator and denominator by
√
ad− bc

there is no loss in generality in assuming that ad− bc = 1. When ad− bc = 1 we define
τ(γ) = (a+ d)2. [2 marks]

γ is hyperbolic precisely when τ(γ) > 4.

γ is parabolic precisely when τ(γ) = 4.

γ is elliptic precisely when τ(γ) ∈ [0, 4). [3 marks]

γ1 is not normalised. In normalised form we have

γ1(z) =
7
3z −

8
3

2
3z −

1
3

.

Hence τ(γ1) = (7/3− 1/3)2 = 4 so that γ1 is parabolic.

γ2 is not normalised. In normalised form we have

γ2(z) =
2
3z −

1
3

−7
3 z + 8

3

.

Hence τ(γ1) = (2/3 + 8/3)2 = 100
9 > 4 so that γ1 is hyperbolic. [4 marks]

(iii) Let γ1 = (a1z+ b1)/(c1z+ d1) and γ2 = (a2z+ b2)/(c2z+ d2). Then their composition
is

γ2γ1(z) =
a2

(
a1z+b1
c1z+d1

)
+ b2

c2

(
a1z+b1
c1z+d1

)
+ d2

=
(a2a1 + b2c1)z + (a2b1 + b2d1)

(c2a1 + d2c1)z + (c2b1 + d2d1)
,

which is a Möbius transformation of H as

(a2a1 + b2c1)(c2b1 + d2d1)− (a2b1 + b2d1)(c2a1 + d2c1)

= (a1d1 − b1c1)(a2d2 − b2c2) > 0.

[Full credit will also be given if an explanation using the connection between composi-
tion of Möbius transformations and multiplication of matrices is given.] [6
marks]

(iv) Suppose that z satisfies αzz̄ + βz + βz̄ + γ = 0. Let w = γ(z) where γ(z) = (az +
b)/(cz + d). Then z = (dw − b)/(−cw + a). Hence w satisfies

α
dw − b
−cw + a

dw̄ − b
−cw̄ + a

+ β
dw − b
−cw + a

+ β
dw̄ − b
−cw̄ + a

+ γ = 0

i.e.

α(dw−b)(dw̄−b)+β(dw−b)(−cw̄+a)+β(dw̄−b)(−cw+a)+γ(−cw+a)(−cw̄+a) = 0

Hence
α′ww̄ + β′w + β′w̄ + γ′ = 0

with

α′ = αd2 − 2βdc+ γc2

β′ = −αbd+ βad+ βbc− γac
γ′ = αb2 − 2βab+ γa2

which has the same form as above. [8 marks]
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(v) By the fact, γ maps circles to straight lines or to circles. Moreover γ maps ∂H to ∂H.
Note that A intersects ∂H at exactly one point. Hence γ(A) must be either a straight
line or a circle that intersects ∂H at exactly one point. In the first case, γ(A) must be
a horizontal straight line (which intersects ∂H at ∞ only; any other straight line will
meet ∂H at two points). In the second case, γ(A) must be a circle that touches the
real axis at a single point. [5 marks]

Question Q2

Learning Outcome

Prove results (Gauss-Bonnet The-
orem, angle formulæ for trian-
gles, etc as listed in the syllabus)
in hyperbolic trigonometry and
use them to calculate angles, side
lengths, hyperbolic areas, etc,
of hyperbolic triangles and poly-
gons. (i), (ii) medium level. (iii)
low level. (iv) high level.

(i) is bookwork. (ii) is from the
exercise sheets. (iii) is bookwork.
The first part of (iv) is a particular
case of a result discussed in lectures;
the second part is unseen.

Solution

(i) By applying a Möbius transformation of H, we may assume that the vertex with internal
angle π/2 is at i and that the side of length b lies along the imaginary axis; here we
are using the fact that Möbius transformations are conformal. It follows that the side
of length a lies along the geodesic given by the semi-circle centred at the origin with
radius 1. Therefore, the other vertices of ∆ can be taken to be at ki for some k > 0
and at s+ it, where s+ it lies on the circle centred at the origin and of radius 1.

Using the formula for cosh dH(z, w) we have

cosh a = 1 +
|s+ i(t− 1)|2

2t
= 1 +

s2 + (t− 1)2

2t
=

1

t
, (1)

cosh b = 1 +
(k − 1)2

2k
=

1 + k2

2k
, (2)

cosh c = 1 +
|s+ i(t− k)|2

2tk
= 1 +

s2 + (t− k)2

2tk
=

1 + k2

2tk
, (3)

(using the fact that s2 + t2 = 1). Hence cosh c = cosh a cosh b. [8 marks]

(ii) Construct a geodesic from vertex B to the geodesic segment [A,C] in such a way that
these geodesics meet at right-angles. This splits ∆ into two right-angled triangles,
BDA and BDC. Let the length of the geodesic segment [B,D] be d, and suppose that
BDA has internal angles β1, π/2, α and side lengths d, b1, c. Label BDC similarly.

We know that

sinβ1 =
sinh b1
sinh c

, cosβ1 =
tanh d

tanh c
, sinβ2 =

sinh b2
sinh a

, cosβ2 =
tanh d

tanh a
.

By the hyperbolic version of Pythagoras’ Theorem we know that

cosh c = cosh b1 cosh d, cosh a = cosh b2 cosh d.
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Hence

sinβ = sin(β1 + β2)

= sinβ1 cosβ2 + sinβ2 cosβ1

=
sinh b1
sinh c

sinh d

cosh d

cosh a

sinh a
+

sinh b2
sinh a

sinh d

cosh d

cosh c

sinh c

=
sinh b1 sinh d

sinh c sinh a
cosh b2 +

sinh b2 sinh d

sinh a sinh c
cosh b1

=
sinh d

sinh a sinh c
(sinh b1 cosh b2 + sinh b2 cosh b1)

=
sinh d

sinh a sinh c
sinh(b1 + b2)

=
sinh b sinh d

sinh a sinh c
.

Hence sinα = sinh d/ sinh c and sin γ = sinh d/ sin a. Substituting these into the above
equality proves the result. [12 marks]

(iii) Let ∆ be a hyperbolic triangle with internal angles α, β and γ. Then AreaH = π− (α+
β + γ). [2 marks]

(iv) Suppose the hyperbolic triangle ∆ has internal angle α. As k polygons meet at each
vertex, we must have that kα = 2π, i.e. α = 2π/k. By the Gauss-Bonnet Theorem

0 ≤ AreaH(P ) = π − 3× 2π

k
.

Hence 1− 6/k > 0, i.e. k > 6. Hence k ≥ 7. [4 marks]

[4 marks]

Question Q3

Learning Outcome

Calculate a fundamental domain
and a set of side-pairing trans-
formations for a given Fuchsian
group. (a)(i)–(iii) at low level. (b)(i),
(ii), (iv) at medium level.

Compare different models (the
upper half-plane model and the
Poincaré disc model) of hyper-
bolic geometry. (b)(iii) at medium
level.

(a)(i), (a)(ii) are bookwork.
(a)(iii) is from the exercise sheets.
(b)(i) is unseen. (b)(ii), (b)(iii),
(b)(iv) are similar to exercise

Solution

(a) (i) F ⊂ H is a fundamental domain for Γ if (i)
⋃
γ∈Γ γ(F ) = H, (ii) γ1(F )∩γ2(F ) = ∅

if γ1, γ2 ∈ Γ, γ1 6= γ2. [2 marks]

(ii) Choose a point p ∈ H such that γ(p) 6= p for all γ ∈ Γ \ {id}.
For each γ ∈ Γ \ {id}, construct the arc of geodesic [p, γ(p)] from p to γ(p).

Let Lp(γ) denote the perpendicular bisector of [p, γ(p)]. Then Lp(γ) divides H into
two half-planes. One of these half-planes contains p; call this half-plane Hp(γ).

Then D(p) :=
⋂
γ∈Γ\{id}Hp(γ) is a Dirichlet region for Γ. [6 marks]

(iii) Write z1 = x1 + iy1, z2 = x2 + iy2. Then z = x + iy is on the perpendicular
bisector of [z1, z2] if and only if dH(z, z1) = dH(z, z2) if and only if cosh dH(z, z1) =
cosh dH(z, z2) if and only if

1 +
|z − z1|2

2 Im z Im z1
= 1 +

|z − z2|2

2 Im z Im z2
,

3



sheets. i.e.
|z − z1|2

2yy1
=
|z − z2|2

2yy2
.

Simplifying this gives the claimed expression. [4 marks]

(b) (i) Let z = x+ iy be on the perpendicular bisector of [i, i+ b]. Then

|(x+ iy)− i|2 = |(x+ iy)− (i+ b)|2

i.e.

x2 + (y − 1)2 = (x− b)2 + (y − 1)2

x2 = x2 − 2xb+ b2

2xb = b2

x = b/2,

so the perpendicular bisector is the vertical straight line with real part b/2. [4
marks]

(ii) Let γn(z) = z+ 4n. Let p = i. By (ii) we have that Lp(γn) is the vertical straight
line with real part 2n. Hence

Hp(γn) =

{
{z ∈ H | Re(z) < 2n} if n ≥ 0
{z ∈ H | Re(z) > 2n} if n ≤ 0.

Hence
D(p) =

⋂
n 6=0

Hp(γn) = {z ∈ H | −2 < Re(z) < 2}.

[6 marks]

(iii)

[4 marks]

(iv) D(p) for an arbitrary choice of p ∈ H will be a vertical strip of width 4.

An example of a fundamental domain for Γ that is not of the form D(p) for some
p ∈ H is illustrated below.

[Any similar repeating shape that isn’t a vertical strip is acceptable.] [4 marks]

Question Q4

Learning Outcome

Use Poincaré’s Theorem to con-
struct examples of Fuchsian groups
and calculate presentations in
terms of generators and rela-
tions. (i) at low level. (ii) at medium
level. (iii) at high level.

Solution

(i) The angle sum is sum(E) :=
∑n
j=1 ∠vj .

E satisfies the elliptic cycle condition if there exists an integer n ≥ 1 such that sum(E) =
2π/n.

E is an accidental cycle if sum(E) = 2π. [4 marks]
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Relate the signature of a Fuch-
sian group to the algebraic and
geometric properties of the Fuch-
sian group and to the geome-
try of the corresponding hyper-
bolic surface.. (iv) definition at
low level, remainder at high level.

(i) is bookwork; (ii), (iii) are sim-
ilar to exercise sheets. The defini-
tions in (iv) are bookwork, the re-
mainder is unseen.

(ii) Label the diagram as below.

The elliptic cycles are:

(1) (
A
s1

)
γ1→
(

A
s2

)
∗→
(

A
s1

)
elliptic cycle: E1 = A.

elliptic cycle transformation: γ1.

angle sum: sum(E1) = 2π/n1.

(2) (
C
s3

)
γ2→
(
C
s4

)
∗→
(
C
s3

)
elliptic cycle: E2 = C.

elliptic cycle transformation: γ2.

angle sum: sum(E2) = 2π/n2.

(3) (
E
s5

)
γ3→
(
E
s6

)
∗→
(
E
s5

)
elliptic cycle: E3 = E.

elliptic cycle transformation: γ3.

angle sum: sum(E3) = 2π/n3.

(4) (
B
s3

)
γ2→

(
D
s4

)
∗→
(
D
s5

)
γ3→

(
F
s6

)
∗→
(

F
s1

)
γ1→

(
B
s2

)
∗→
(
B
s3

)

elliptic cycle: E4 = B → D → F .

elliptic cycle transformation: γ1γ3γ2.

angle sum: sum(E4) = θ1 + θ2 + θ3.

(iii) The elliptic cycle condition holds for E1, E2, E3 when s, t, u are integers, say s = n1, t =
n2, u = n3. Note that the question implies that n1, n2, n3 ≥ 2.

If θ1 + θ2 + θ3 = 2π/n for some n ≥ 1 then the elliptic cycle condition holds for E4 with
order n.

Hence γ1, γ2, γ3 generate a Fuchsian group Γ and

Γ = 〈a, b, c | an1 = bn2 = cn3 = (acb)n = e〉.

[6 marks]
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(iv) Let Γ be a cocompact Fuchsian group. Let E1, . . . , Er be the non-accidental elliptic
cycles and let Er+1, . . . , Es be the accidental cycles. Let g be the genus of H/Γ. Then
sig(Γ) = (g;m1, . . . ,mr). (We write (−;m1, . . . ,mr) if g = 0.)

In the example above, the hexagon forms a triangulation of H/Γ with V = 4 vertices
(=number of elliptic cycles), E = 3 sides, and F = 1 faces. Hence by Euler’s formula

2− 2g = χ(H/Γ) = V − E + F = 4− 3 + 1 = 2.

Hence g = 0.

Hence

sig(Γ) =

{
(−;n1, n2, n3, n) if n 6= 1
(−;n1, n2, n3) if n = 1.

In both cases, H/Γ is a topological sphere with 3 (in the first case) or 4 (in the second
case) marked points. [8 marks]
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MATH32062 solutions 2018–2019

* indicates material suitable for weaker students.

1. (a)(i) [1 mark, *, ILO 1 at low level]
V(J) = {(a1, a2, . . . , an) ∈ Kn | f(a1, a2, . . . , an) = 0,∀f ∈ J}
(ii) [2 marks, *, ILO 1 at low level]
I(V ) = {f ∈ K[x1, x2, . . . , xn] | f(a1, a2, . . . , an) = 0,∀(a1, a2, . . . , an) ∈ V }
K[V ] = K[x1, x2, . . . , xn]/I(V )

(iii) [3 marks, *, ILO 4 at medium level]
If P = (x0, y0, z0) ∈ V(J), then (x0 − y0 + z0)

2 = 0, which implies x0 − y0 +
z0 = 0, therefore x − y + z ∈ I(V(J)). (It is also acceptable to write that
x− y + z ∈

√
J as (x− y + z)2 ∈

√
J , and

√
J ⊆ I(V(J)), which was proved

as part of the Nullstellensatz, holds without any condition on the field.)
Both generators of J are homogeneous of degree 2, therefore J does not contain
any non-0 polynomial of degree less than 2, in particular, x − y + z /∈ J . This
means that x− y + z ∈ I(V(J)) \ J , so I(V(J)) 6= J .

(b)(i) [1 mark, *, ILO 1 at medium level]
W is reducible if and only if it can be written as W = W1 ∪W2, where W1, W2

are also affine algebraic varieties, W1 6= W 6= W2. W is irreducible if and only if
it is not reducible.

(ii) [3 marks, ILO 2 at high level, bookwork]
Assume that I(W ) is not prime. Let f1, f2 be polynomials such that f1, f2 /∈
I(W ), but f1f2 ∈ I(W ). Let

W1 = {P ∈ W | f1(P ) = 0} = W1 ∩ V(〈f1〉) = V(〈I(W ), f1〉)

and similarly

W2 = {P ∈ W | f2(P ) = 0} = W2 ∩ V(〈f2〉) = V(〈I(W ), f2〉).

W1, W2 are affine algebraic varieties. Clearly W1 ⊆ W , W2 ⊆ W , but W1 6= W
since f1 /∈ I(W ) and similarly W2 6= W since f2 /∈ I(W ). For any P ∈ W ,
0 = (f1f2)(P ) = f1(P )(f2)(P ), so f1(P ) = 0 or f2(P ) = 0. In the first case,
P ∈ W1, in the second P ∈ W2, therefore W = W1 ∪W2 and W is reducible.

(iii) [5 marks, *, ILO 4 at high level, unseen, but similar to problems on problem
sheet]
xyz − xz = xz(y − 1), therefore by using the idea of the proof above just with
3 factors instead of 2, we can write W = W1 ∪W2 ∪W3, where

W1 = V(〈xyz − xz, x2 + 2y2 − z2 − 2, x〉) = V(〈x2 + 2y2 − z2 − 2, x〉),
W2 = V(〈xyz − xz, x2 + 2y2 − z2 − 2, z〉) = V(〈x2 + 2y2 − z2 − 2, z〉),
W3 = V(〈xyz − xz, x2 + 2y2 − z2 − 2, y − 1〉) = V(〈x2 + 2y2 − z2 − 2, y − 1〉)
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xyz−xz can be omitted in each case because it is divisible by the new generator.
If we substitute x = 0 into x2 + 2y2 − z2 − 2 = 0, we get 2y2 − z2 − 2 = 0,
which is the equation of a hyperbola, so W1 is a hyperbola in the plane x = 0
and hyperbolas are known to be irreducible.
If we substitute z = 0 into x2 +2y2−z2−2 = 0, we get x2 +2y2−2 = 0, which
is the equation of an ellipse, so W1 is a ellipse in the plane z = 0 and ellipses are
also known to be irreducible.
If we substitute y = 1 into x2 + 2y2 − z2 − 2 = 0, we get x2 − z2 = 0,
which can be factorised as (x − z)(x + z) = 0, so W3 is the union of the lines
W ′

3 = V(〈y − 1, x − z〉) and W ′′
3 = V(〈y − 1, x + z〉), which are irreducible as

lines are irreducible.
Therefore W = W1∪W2∪W ′

3∪W ′′
3 and these four varieties are irreducible. The

intersection of any two of them contains at most 2 points, while each of these
varieties is an infinite set, so none of them contains any of the others, this also
follows from their geometric descriptions, therefore W1, W2, W ′

3 and W ′′
3 are the

irreducible components of W .

(c)(i) [2 marks, *, ILO 1 at medium level]
A morphism ϕ : V → W is a function ϕ : V → W of the form ϕ(P ) =
(ϕ1(P ), ϕ2(P ), . . . , ϕn(P )) with ϕi ∈ K[V ] for each i, 1 ≤ i ≤ n.
Let f ∈ K[W ]. f is a function W → K and ϕ∗(f) = f ◦ϕ, which is a function
V → K.

(ii) [3 marks, ILO 4 at high level]
Let ϕ be a morphism A1 → C. Then ϕ = (ϕ1, ϕ2), where ϕ1, ϕ2 ∈ R[A1] = R[t]
and ϕ1 and ϕ2 satisfy ϕ2

1 + ϕ2
2 − 1 = 0. Let’s assume ϕ1 and ϕ2 are not both

constant. Let d1 = degϕ1, d2 = degϕ2, we can assume without loss of generality
that d1 ≥ d2. d1 ≥ 1 as ϕ1 and ϕ2 are not both constant, so the highest degree
term in ϕ2

1 is t2d1 with a positive coefficient. If d1 = d2, then ϕ2
2 also contains t2d1

with a positive coefficient, if d1 > d2, then ϕ2
2 has no t2d1 term. In both cases

ϕ2
1 + ϕ2

2 contains a t2d1 term with a positive coefficient and 2d1 ≥ 2, therefore
ϕ2
1 + ϕ2

2 − 1 6= 0, a contradiction.
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2. (a)(i) [2 marks, *, ILO 3 at medium level]
` is tangent to V at P if and only if (∇f)P .v = 0 for every f ∈ I(V ).
The tangent space to V at P , denoted by TPV is the union of the tangent lines
to V at P and the point P .

(a)(ii) [5 marks, 1* mark for the criterion, ILO 3 at medium level, 4 marks for
the proof, ILO 3 at high level, bookwork]
` is tangent to V at P iff JPv = 0.
Assume that ` is tangent to V at P . Then (∇f)P .v = 0 for every f ∈ I(V ),
in particular, (∇fi)P .v = 0 for every i, 1 ≤ i ≤ r. (∇fi)P .v is exactly the ith
component of JPv, therefore JPv = 0.

Assume now that JPv = 0. Let f ∈ I(V ). Then f =
r∑

i=1

gifi for some

gi ∈ K[x1, x2, . . . , xn], 1 ≤ i ≤ r. Now

∇f =
r∑

i=1

∇(gifi) =
r∑

i=1

((∇gi)fi + gi∇fi)

and so

(∇f)P =
r∑

i=1

((∇gi)Pfi(P ) + gi(P )(∇fi)P ) =
r∑

i=1

gi(P )(∇fi)P .

In the last step we used that fi(P ) = 0 for every i, 1 ≤ i ≤ r. Hence (∇f)P .v =
r∑

i=1

gi(P )(∇fi)P .v, but (∇fi)P .v = 0, because it is the ith component of JPv =

0, therefore (∇f)P .v = 0.

(b)(i) [3 marks, *, ILO 4 at medium level, similar to problems on problem sheet]
t4 + 2t2 and t3 are polynomials, elements of C[A1] = C[t], so ϕ is morphism
A1 → A2. In order to prove that it is a morphism A1 → C, we need to show
that ϕ(t) ∈ C for every t ∈ C. If we substitute x = t4 + 2t2 and y = t3 into f ,
we get

(t4 + 2t2)3 − 6(t4 + 2t2)t6 − t12 − 8t6 = t6(t2 + 2)3 − t6(6t4 + 12t2 + t6 + 8)

= t6(t2 + 2)3 − t6(t2 + 2)3 = 0.

Therefore ϕ(t) ∈ C for every t ∈ C, so ϕ is indeed a morphism A1 → C.

(ii) [4 marks, *, ILO 4 at medium level, similar to problems on problem sheet]
xy+4y and 2x+y2 (strictly speaking, their cosets) are elements of C[C]. 2x+y2

is not a multiple of f , for example, because its degree is smaller than the degree

of f , therefore 2x + y2 is not identically 0 on C. Hence
xy + 4y

2x+ y2
is a rational

3



function on C, so it gives a rational map C 99K A1.

(ψ ◦ ϕ)(t) = ψ(t4 + 2t2, t3) =
(t4 + 2t2)t3 + 4t3

2(t4 + 2t2) + t6
=
t7 + 2t5 + 4t3

2t4 + 4t2 + t6
= t

for every t ∈ C where the denominators are not 0, therefore ψ ◦ ϕ is indeed the
identity map.

(iii) [6 marks, *, ILO 3 at high level, similar to problems on problem sheet]
The Jacobian matrix is

(fx fy) = (3x2−6y2 −12xy−4y3−16y) = (3(x2−2y2) −4y(y2+3x+4))

The points of C where rank J = 0 are the points in C2 where f = fx = fy = 0.
−4y(y2 + 3x+ 4) = 0 implies y = 0 or y2 + 3x+ 4 = 0.
If y = 0, then x2−2y2 = 0 implies that x = 0, too. (0, 0) ∈ C and rank J(0,0) =
0.
If y2 + 3x + 4 = 0, then y2 = −3x − 4, by substituting −3x − 4 for y2 in
x2− 2y2 = 0 we get x2 + 6x+ 8 = 0, which has solutions x = −2 and x = −4.
If x = −2, then y2 = −3x − 4 = 2, so y = ±

√
2, but f(−2,±

√
2) = −4,

so (2,±
√

2) /∈ C. If x = −4, then y2 = −3x − 4 = 8, so y = ±2
√

2.
f(−4,±2

√
2) = 0, so (−4,±

√
2) ∈ C and rank J(−4,±2

√
2) = 0.

Therefore the points of C where rank J = 0 are (0, 0), (−4, 2
√

2) and (−4,−2
√

2).
The rank of the Jacobian is either 0 or 1, therefore the rank is 1 at all other
points of C and these 3 points are the singular points of C.
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3. (a)(i) [1 mark, *, ILO 1 at low level]
The projective algebraic variety defined by I is the set

V(I) = {(X0 : X1 : . . . : Xn) ∈ Pn |F (X0, X1, . . . , Xn) = 0

for every homogeneous F in I}.

(ii) [2 marks, *, ILO 1 at medium level]
I(W ) / K[X0, X1, . . . , Xn] is the ideal of K[X0, X1, . . . , Xn] generated by the
set

{F ∈ K[X0, X1, . . . , Xn] |F is homogeneous,

F (X0, X1 . . . , Xn) = 0 ∀(X0 : . . . : Xn) ∈ W}.

K[W ] = K[X0, X1, . . . , Xn]/I(W ).

(b)(i) [2 marks, *, ILO 2 at medium level, bookwork]
Let aij, 0 ≤ i ≤ n, 0 ≤ j ≤ m, be the entries of A and let Φi(X0, X1 . . . , Xm) =
m∑
j=0

aijXj. Φ0, Φ1, . . . , Φn are the components of Φ, they are all homogeneous

polynomials of degree 1. As A is not the 0 matrix, there exists i, 0 ≤ i ≤ n,
such that Φi 6= 0 (as an element of K[Pm] = K[X0, X1, . . . , Xm]), therefore Φ
is a rational map Pm 99K Pn.

(ii) [2 marks, *, ILO 2 at medium level, bookwork]

If A is invertible, then A


X0

X1
...
Xm

 =


0
0
...
0

 implies X0 = X1 = . . . = Xm = 0, so

for any (X0 : X1 : . . . : Xm) ∈ Pm, A


X0

X1
...
Xm

 6=


0
0
...
0

, therefore Φ is defined

at (X0 : X1 : . . . : Xm). As Φ is defined at every point of Pm, it is a morphism.

(iii) [3 marks, ILO 4 at medium level, unseen, but not difficult]
The condition on the rows of A means that Φ0, Φ1, . . . , Φn are coprime and
since K[Pm] = K[X0, X1, . . . , Xm] is a UFD, we only need to consider this
representation of Φ to determine whether Φ is defined at a particular point as
all other representations are of the form (FΦ0 : FΦ1 : . . . : FΦn), where F is a

homogeneous polynomial. As m > n, there exist a vector


X0

X1
...
Xm

 6=


0
0
...
0

 such
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that A


X0

X1
...
Xm

 =


0
0
...
0

. Then Φi(X0, X1 . . . , Xm) = 0 for every i, 0 ≤ i ≤ n,

therefore Φ is not defined at (X0 : X1 : . . . : Xn), so Φ is not a morphism.

(c) [5 marks, ILO 5 at high level, bookwork]

ϕ(z) =
az + b

cz + d
for some a, b, c, d ∈ K, ad− bc 6= 0. If c = 0, ϕ(z) =

a

d
z +

b

d
,

while if c 6= 0, ϕ(z) =
bc− ad

c
· 1

cz + d
+
a

c
. In either case, ϕ can be composed

of maps of the form z 7→ z + α (α ∈ K), z 7→ λz (λ ∈ K \ {0}) and z 7→ 1/z.
It is easy to see that the first two preserve the cross ratio and

(
1

z1
,

1

z2
;

1

z3
,

1

z4

)
=

(
1

z1
− 1

z3

)(
1

z2
− 1

z4

)
(

1

z1
− 1

z4

)(
1

z2
− 1

z3

) =

(
z3 − z1
z1z3

)(
z4 − z2
z2z4

)
(
z4 − z1
z1z4

)(
z3 − z2
z2z3

)
=

(z3 − z1)(z4 − z2)
(z4 − z1)(z3 − z2)

=
(z1 − z3)(z2 − z4)
(z1 − z4)(z2 − z3)

= (z1, z2; z3, z4).

All three types of maps preserve the cross ratio, therefore so does ϕ.

(d) [5 marks, ILO 5 at high level, similar to problems on problem sheet]
ϕ preserves the cross ratio, therefore (−1, 3; 5, z) = (ϕ(−1), ϕ(3);ϕ(5), ϕ(z)) =

(−5, 3; 4, ϕ(z)) for any z ∈ C. (−1, 3; 5, z) =
(−6)(3− z)

(−1− z)(−2)
=

3(z − 3)

z + 1
and

(−5, 3; 4, ϕ(z)) =
(−9)(3− ϕ(z))

(−5− ϕ(z))(−1)
=

9(ϕ(z)− 3)

ϕ(z) + 5
, so we obtain the equation

3(z − 3)

z + 1
=

9(ϕ(z)− 3)

ϕ(z) + 5
.

By multiplying both sides by (z + 1)(ϕ(z) + 5)/3, we get

(z − 3)(ϕ(z) + 5) = 3(z + 1)(ϕ(z)− 3)

zϕ(z)− 3ϕ(z) + 5z − 15 = 3zϕ(z) + 3ϕ(z)− 9z − 9

−2zϕ(z)− 6ϕ(z)5 = −14z + 6

ϕ(z) =
−14z + 6

−2z − 6
=

7z − 3

z + 3

Therefore a = 7, b = −3, c = 1 and d = 3 is a solution. (The solution is not
unique, a, b, c, d can be multiplied by a non-0 complex number to get another
solution.)
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4. (a)(i) [3 marks, *, ILO 6, low level]
For A, B ∈ E define A+B ∈ E as follows: let Q be the third intersection point
of the line AB with E, and then A+B is the third intersection point of the line
OQ with E as shown on the diagram below on the left.
If A = B or O = Q, then the line AB or the line OQ is taken to be the tangent
line at A or O, resp. If any line in this construction is tangent to E, the third
intersection point is defined using intersection multiplicities.

O

B

A

Q
Q=A+B

O

A
-A

M

(ii) [4 marks, 2* for describing the contruction of −A, 2 for proving A+(−A) =
0, ILO 6 at low and medium level, bookwork]
The construction is shown on the diagram above on the right. Take the tangent
line at O and let M be its 3rd point of intersection with E. To find −A, take
the line through A and M , its 3rd point of intersection with E is −A. (The
cases when two points coincide or when a line is tangent to E are dealt with as
in (i).)

The first step in adding A and −A is to find 3rd intersection point of the line
through A and −A with E. By the construction of −A, this 3rd intersection
point is M . The 2nd step is to take the 3rd intersection point of the line OM
with E, as this line is tangent to E at O, the 3rd intersection point is defined
to be O, so A+ (−A) = O indeed.

(b) [9 marks, 4 for A+B, 5 for 2A, *, ILO 7 at high level]
The equation of the line AB is y = 6− 3x. If we substitute 6− 3x for y in the
equation of F , we get

(6− 3x)2 = x3 − 4x2 + 8x+ 4,

36− 36x+ 9x2 = x3 − 4x2 + 8x+ 4,

0 = x3 − 13x2 + 44x− 32.

We know that x = 1 and x = 4 are roots of this cubic equation, so by the
relation between the roots and the coefficients, the third root must be x = 8.
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This is the x coordinate of the 3rd intersection point of the line AB with E, the
y coordinate is 6− 3× 8 = −18, therefore A+B = (8, 18).

To calculate 2A, we first need to calculate the equation of tangent line at A.
Let f(x, y) = x3 − 4x2 + 8x+ 4− y2, so that the equation of F is f(x, y) = 0.

Then
∂f

∂x
= 3x2 − 8x+ 8,

∂f

∂y
= −2y, their values at A = (1, 3) are 3 and −6,

resp., so the slope of the tangent line to F at A is − 3

−6
=

1

2
and the equation

of the tangent line is y =
1

2
x+

5

2
.

If we substitute
1

2
x+

5

2
for y in the equation of F , we get

(
1

2
x+

5

2

)2

= x3 − 4x2 + 8x+ 4,

x2

4
+

5

2
x+

25

4
= x3 − 4x2 + 8x+ 4,

0 = x3 − 17

4
x2 +

11

2
x− 9

4
.

We know that x = 1 is a double root of this cubic equation, so by the relation

between the roots and the coefficients, the third root must be x =
9

4
. This is

the x coordinate of the “3rd” intersection point of the tangent line to E at A

with E, the y coordinate is
1

2
· 9

4
+

5

2
=

29

8
, therefore 2A =

(
9

4
,−29

8

)
.

(b) [4 marks, ILO 7 at medium level, it is not difficult, but this is very last topic
in the course and the students have to recognise that they do not have to do the
whole procedure]
We carry out changes of variables corresponding to invertible affine transforma-
tions. The first substitution is x1 = 3x, y1 = 3y, this makes the coefficients of
y21 and x31 equal, we obtain

y21 − 2x1y1 − 4y1 = x31 − x21.

We now complete the square with respect to to y1, so y2 = y1−x1−2, x2 = x1.
y21 − 2x1y1 − 4y1 = y22 − (x1 + 2)2 = y22 − (x2 + 2)2, thus we obtain

y22 = x32 − x22 + (x2 + 2)2,

y22 = x32 + 4x2 + 4.

This equation is already in the required form, therefore p = q = 4 is a solution.
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Solutions for MATH34032, Green’s Functions, Integral Equations, and Applications, 2019 Final Exam.

Question Learning Outcome Solution

Q1(a) Recognise regular Sturm-
Liouville boundary value and
eigenvalue problems ... . This
question assesses the ILO at a
low level.

This is not a regular Sturm-Liouville eigenvalue problem because the coefficient of the second derivative, cos(x) is
equal to zero at the endpoints of the interval. Two marks for some argument that uses a valid property of regular S-L
eigenvalue problems, one mark for the right answer, then two marks for the correct explanation.

[5 marks]

Q1(b)(i) Construct Green’s functions for
one dimensional boundary value
problems from fundamental so-
lutions, and use these Green’s
functions to express solutions to
such problems. The adjoint
Green’s function was used in de-
riving the formula for solutions
of BVPs with inhomogeneous
boundary conditions. This ques-
tion is asking students to recall
a fact covered in lecture (book-
work), and assesses the ILO at a
low level.

The adjoint Green’s function is the Green’s function for the adjoint problem. It satisfies{
L∗XG∗(x, x0) = δ(x− x0), x, x0 ∈ (a, b)

B∗x, x0 ∈ (a, b)

One mark for knowing G∗ is the Green’s function of the adjoint problem, one mark for the BVP for G∗ (both marks
can be earned by writing the BVP as well).

[2 marks]

Q1(b)(ii) Construct Green’s functions for
one dimensional boundary value
problems from fundamental so-
lutions, and use these Green’s
functions to express solutions to
such problems. The reciprocity
relation was used in deriving the
formula for solutions of BVPs
with inhomogeneous boundary
conditions. This question is ask-
ing students to recall a fact cov-
ered in lecture (bookwork), and
assesses the ILO at a low level.

The adjoint Green’s function and Green’s function are related by reciprocity:

G(x, x0) = G∗(x0, x).

One mark for knowing the term reciprocity, two for formula. All three marks can be earned by the formula alone.

[3 marks]

Q1(c) Prove that the Laplacian of the
free-space Green’s functions in
two and three dimensions equals
the Dirac delta function ... .

The free space Green’s function for the Laplacian in three dimensions is

G(x,x0) = − 1

4π

1

|x− x0|
.

1



This is a basic recall question. It
assesses the ILO at a low level.

One mark will be awarded if the two dimensional Green’s function is given instead. Minor errors in recalling the
Green’s function may be penalised one mark.

[3 marks]

Q1(d)(i) Distinguish between the differ-
ent types of integral equations ...
. This question assesses the ILO
at a low level.

This is a Fredholm integral equation of the second kind. One mark for Fredholm, one mark for second kind.

[2 marks]

Q1(d)(ii) Distinguish between the differ-
ent types of integral equations ...
. This question assesses the ILO
at a low level.

The kernel is k(x, y) = e−(x−y)
2
. This will be marked all or nothing.

[2 marks]

Q1(e) Apply the Fredholm alterna-
tive to one dimensional bound-
ary value problems to deter-
mine whether solutions exist,
and whether they are unique.
This question assesses the ILO at
a low level.

The condition is
〈v, f〉 = 0

where the angle brackets indicate the L2[a, b] inner product.
[6 marks]

Q2 Construct Green’s functions for
one dimensional boundary value
problems from fundamental so-
lutions ... . This question
assesses the ILO at a medium
level.

Since the boundary conditions are separated in this example we can use the general formula for the Green’s function
in the case of separated boundary conditions. This is

G(x, x0) =
u1(x)u2(x0)

p(x0)W (x0)
H(x0 − x) +

u1(x0)u2(x)

p(x0)W (x0)
H(x− x0) (1)

where u1 and u2 form a complementary solution and u1(0) = 0, u2(1) = 0. We must find u1 and u2 satisfying these
conditions. First, we can take u1(x) = xe−x

2
. Second, we can take u2(x) = (x− 1)e−x

2
. To apply (1) we must next

calculate the Wronskian

W (x) = u1(x)u′2(x)− u′1(x)u2(x)

= e−2x
2
x(1− 2x(x− 1))− e−2x2(1− 2x2)(x− 1)

= e−2x
2
(x− 2x3 + 2x2 − x+ 1 + 2x3 − 2x2)

= e−2x
2
.

Putting this into (1) we have

G(x, x0) = x(x0 − 1)ex
2
0−x2H(x0 − x) + x0(x− 1)ex

2
0−x2H(x− x0).

Four marks for the general formula in the case of separated boundary conditions, two marks each for u1 and u2,
one mark for the general formula for the Wronskian, two marks for correct Wronskian, one mark for final formula.

[12 marks]
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Q3(a) Apply the Fredholm alternative
to one dimensional boundary
value problems ... . Finding
the adjoint problem is part of
applying the Fredholm alterna-
tive. We did show that Sturm-
Liouville operators are formally
self adjoint in lecture, and show-
ing such problems are fully self
adjoint is in the notes. Students
have not been presented with a
problem formulated exactly like
this one however. This question
assesses the ILO at a medium
level.

We must calculate the adjoint operator and boundary conditions using integration by parts

〈v, pu′′ + p′u′〉L2[0,1] =

∫ 1

0
pvu′′ + p′vu′ dx

=

∫ 1

0
(pv)′′u− (p′v)′u dx+

(
pvu′ − pv′u+ p′vu

∣∣1
0
.

Applying the boundary condition u(0) = u(1) = 0, and expanding the derivatives using the product rule we obtain

〈v, pu′′ + p′u′〉L2[0,1] =

∫ 1

0
(pv′′ + p′v′)u dx+ p(1)v(1)u′(1)− p(0)v(0)u′(0).

From this we see that L∗v = pv′′ + p′v′ and so the operator is formally self adjoint. For the boundary conditions,
since u′(1) and u′(0) are arbitrary and p(1), p(0) > 0, we must have

B∗ = {v(1) = v(0) = 0}

for the boundary terms to vanish. Therefore the problem is fully self-adjoint.
Two marks for attempting integration by parts in a way that demonstrates understanding of what is required,

Two marks for successfully integrating by parts, one mark each for conclusions about adjoint operator and boundary
conditions. It is alright if they rewrite the ODE in a Sturm-Liouville form, which may make the integration by parts
easier.

[6 marks]

Q3(b) Apply the Fredholm alterna-
tive to one dimensional bound-
ary value problems to deter-
mine whether solutions exist,
and whether they are unique.
This problem was covered in lec-
ture, and so is bookwork. If it
were not bookwork this would be
a high level problem, but given
that it is bookwork it is assess-
ing the ILO at a medium level.

Since the problem is fully self adjoint by part (a), the homogeneous adjoint problem is (after rewriting the ODE
slightly) {

(pv′)′(x) = 0, x ∈ (0, 1)
v(0) = 0, v(1) = 0.

To show that there is a unique solution of the original problem we must show that the only solution of the homogeneous
adjoint problem is the trivial solution v(x) = 0. To do this we consider, using the ODE satisfied by v,

0 =

∫ 1

0
(pv′)′v dx. (2)

Integrating by parts and using the boundary condition on v gives

0 = −
∫ 1

0
p|v′|2 dx.

Since p(x) > 0, this implies that v′(x) = 0 for all x, and so v must be constant. By the boundary condition then
v(x) = 0, and so the Fredholm alternative says that there is a unique solution. Two marks for knowing what that
it is necessary to prove the only solution of the homogeneous adjoint problem is v(x) = 0, and one mark for writing
down the homogeneous adjoint problem. One mark for (2), one mark for integrating by parts, and one mark for
completing argument.

[6 marks]
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Q4(a) ... solve Fredholm integral equa-
tions of the second kind with de-
generate kernel. Students will
have seen similar problems, but
not this exact one. This question
assesses the ILO at a low level.

To solve the equation first define

c =

∫ 1

0
y2u(y) dy.

Then the integral equation becomes
u(x) = λcx3 + f(x).

Now multiply this by x2 and integrate to obtain

c = λc

∫ 1

0
x5 dx+

∫ 1

0
x2f(x) dx

=
λc

6
+

∫ 1

0
x2f(x) dx.

This is equivalent to (
1− λ

6

)
c =

∫ 1

0
x2f(x) dx.

From this we can see that there will only be a unique solution if λ 6= 6. Some of the marking on this problem will be
split with the other parts of Q4 since some of the required steps are common for all of the various parts. One mark
will be awarded for defining c, two marks will be given for multiplying equation by x2 and integrating, one mark
will be given for correctly evaluating the integral, and one mark will be given for the correct final solution (λ 6= 6).

[5 marks]

Q4(b) ... solve Fredholm integral equa-
tions of the second kind with de-
generate kernel. Students will
have seen similar problems, but
not this exact one. This question
assesses the ILO at a low level.

Continuing on from the previous solution, when λ 6= 6 we can solve for c:

c =
6

6− λ

∫ 1

0
y2f(y) dy.

Based on this we can find u(x):

u(x) =
6λ

6− λ

∫ 1

0
x3y2f(y) dy + f(x).

One mark will be awarded for defining c, one mark will be given for multiplying the equation by y2 and integrating,
one mark will be given for finding c, and two marks for the correct final solution for u.

[5 marks]

Q4(c) ... solve Fredholm integral equa-
tions of the second kind with de-
generate kernel. Students will
have seen similar problems, but
not this exact one. This question
assesses the ILO at a low level.

If λ = 6, then final equation in the solution of Q4(a) gives

0 =

∫ 1

0
x2f(x) dx.

If there is a solution of the integral equation, then f must satisfy this condition. If f satisfies this condition then

u(x) = cx3 + f(x)

4



is a solution of the integral equation for any constant c. Three marks will be given for the condition on f , and three
marks for the solution for u.

[6 marks]

Q5(a) Formulate boundary value prob-
lems modelling waves on a string
... . This problem is bookwork.
It assesses the ILO at a medium
level.

The radiation conditions are

lim
x→∞

u′(x)− ik(x)u(x) = 0, lim
x→−∞

u′(x) + ik(x)u(x) = 0. (3)

Suppose that C > 0 is sufficiently large so that f(x) = 0 and k(x) = k0 when x > C. Then on the interval x > C

u′′(x) + k(x)2u(x) = 0⇔ u(x) = b1e
ik0x + b2e

−ik0x.

The boundary condition as x→∞ is thus equivalent to

u′(x)− ik0u(x) = −2ik0b2e
−ik0x = 0 for x > C ⇔ b2 = 0.

Therefore the time-dependent waves on x > C are given by the real part of

U(x) = b1e
i(k0x−ωt),

which are waves moving to the right. Therefore all waves sufficiently far to the right are moving to the right, which
means no waves are coming from positive infinity.

On the other hand, suppose that C ′ < 0 is sufficiently negative so that f(x) = 0 and k(x) = k0 when x < C ′.
Then on the interval x < C ′

u′′(x) + k(x)2u(x) = 0⇔ u(x) = a1e
ik0x + a2e

−ik0x.

The boundary condition x→ −∞ is thus equivalent to

u′(x) + ik0u(x) = 2ik0a1e
ik0x = 0 for x < C ′ ⇔ a1 = 0.

Therefore the time-dependent waves on x < C ′ are given by the real part of

U(x) = a2e
−i(k0x+ωt),

which are waves moving to the left. Therefore all waves sufficiently far to the left are moving to the left, which means
no waves are coming from negative infinity.

One mark each for the two conditions, one mark for formulas for u when |x| is sufficiently large, two marks for
applying boundary conditions, one mark for connecting this to the time dependent waves.

[6 marks]

Q5(b) Formulate boundary value prob-
lems modelling waves on a
string, and apply the Neumann

We have
u′′(x) + k(x)2u(x) = 0.

5



series solution for a correspond-
ing Fredholm integral equation
of the second kind to analyze
scattering of waves in one dimen-
sion. This problem is bookwork.
It assesses the ILO at a medium
level.

Putting in u(x) = eik0x + usc(x) we have

u′′sc(x) + k(x)2usc(x) = (k20 − k(x)2)eik0x ⇒ u′′sc(x) + k20usc(x) = (k20 − k(x)2)u(x).

Since usc also satisfies the radiation conditions we can apply the Green’s function given in the problem to get

usc(x) =

∫ ∞
−∞

eik0|x−x0|
k20 − k(x0)

2

2ik0
u(x0) dx0.

Adding eik0x we get that u satisfies the Fredolm integral equation

u(x) = eik0x +

∫ ∞
−∞

eik0|x−x0|
k20 − k(x0)

2

2ik0
u(x0) dx0.

This problem is bookwork. One mark for putting form for u into ODE, two marks for arriving at non-homogeneous
equation for usc, two marks for applying the Green’s function, one mark for adding eik0x to get the final equation for
u.

[6 marks]

Q5(c) Formulate boundary value prob-
lems modelling waves on a
string, and apply the Neumann
series solution for a correspond-
ing Fredholm integral equation
of the second kind to analyze
scattering of waves in one dimen-
sion. This problem is bookwork.
Assuming students can do the
previous part it assesses the ILO
at a low level, but the previous
part is medium level.

The Born approximation is the first two terms in the Neumann series solution for the integral equation. In this case
this gives

u(x) ≈ eik0x +

∫ ∞
−∞

eik0|x−x0|
k20 − k(x0)

2

2ik0
eik0x0 dx0.

Two marks for knowing what the Born approximation is (first two terms of Neumann series), and two marks for the
formula in this case.

[4 marks]

Q5(d) Formulate boundary value prob-
lems modelling waves on a
string, and apply the Neumann
series solution for a correspond-
ing Fredholm integral equation
of the second kind to analyze
scattering of waves in one dimen-
sion. Students have not see this
problem, although they will have
seen solutions of the scattering
problem in some other cases, and

If k(x)2 = 2 + δ(x), then k20 = 2, and k20 − k(x)2 = −δ(x). Therefore the integral equation from part (c) becomes

u(x) = e2ix − 1

4i

∫ ∞
−∞

e2i|x−x0|δ(x0)u(x0) dx0

= e2ix +
e2i|x|

4i
u(0).

(4)

If we evaluate the last equation at x = 0 we get

u(0) = 1− 1

4i
u(0)⇒ u(0) =

4i

4i+ 1
.
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there is a similar problem on a
previous final exam which they
will be able to access. It is as-
sessing the ILO at a high level.

Putting this back into (4) we find that

u(x) = e2ix +
e2i|x|

4i+ 1
.

[6 marks]

Q6(a) Prove that the Laplacian of the
free-space Green’s functions in
two and three dimensions equals
the Dirac delta function ... .
Students will have seen the same
calculation for the Green’s func-
tion Laplacian, but this is new
and may be difficult. It is as-
sessing the ILO at a high level.

For x 6= x0 we first of all have that the gradient of G is given by

∇xG(x,x0) = −e
ik|x−x0|

4π

(
ik

|x− x0|2
− 1

|x− x0|3

)
(x− x0).

Taking the divergence of this we get

∇2
xG(x,x0) = − ike

ik|x−x0|

4π

(
ik

|x− x0|
− 1

|x− x0|2

)
+
eik|x−x0|

4π

(
2ik

|x− x0|2
− 3

|x− x0|3

)
− 3eik|x−x0|

4π

(
ik

|x− x0|2
− 1

|x− x0|3

)
= k2

1

4π

eik|x−x0|

|x− x0|
.

Therefore
∇2

xG(x,x0) + k2G(x,x0) = 0.

The steps in the calculation need not be the same as given here. Generally a minimum of three marks will be
awarded for students who make a reasonable effort at the calculation but do not succeed. Three marks will be given
for computing the gradient, and then three marks for computing the Laplacian.

[9 marks]

Q6(b) Prove that the Laplacian of the
free-space Green’s functions in
two and three dimensions equals
the Dirac delta function ... .
The equivalent calculation for
the Laplacian in three dimen-
sions is covered in lecture, but
this is new. It is assessing the
ILO at a high level.

We apply Green’s formula from the cover of the exam with D = R3 \Bε(x0), and g(x) = G(x,x0) to get∫
R3\Bε(x0)

(f(x)∇2
xG(x,x0)−G(x,x0)∇2f(x)) dx

=

∫
∂Bε(x0)

(f(x)∇xG(x,x0)−G(x,x0)∇f(x)) · n(x) ds(x)

where n(x) = (x0 − x)/ε is the unit normal vector pointing into Bε(x0). Note that this is allowed, and there
is no contribution from any other boundary since f(x) = 0 for |x| sufficiently large. Next we add and subtract
k2f(x)G(x,x0) in the integral on the left hand side to get∫

R3\Bε(x0)
(f(x)(∇2

xG(x,x0) + k2G(x,x0))−G(x,x0)(∇2f(x) + k2f(x)) dx

=

∫
∂Bε(x0)

(f(x)∇xG(x,x0)−G(x,x0)∇f(x)) · n(x) ds(x).
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Using part (a) the first term in the integrand on the left is zero, and so∫
R3\Bε(x0)

G(x,x0)(∇2f(x) + k2f(x)) dx = −
∫
∂Bε(x0)

(f(x)∇xG(x,x0)−G(x,x0)∇f(x)) · n(x) ds(x).

Next, using the formula we found in part (a) for ∇xG(x,x0) we have∫
R3\Bε(x0)

G(x,x0)(∇2f(x) + k2f(x)) dx = − 1

4πε

∫
∂Bε(x0)

eik|x−x0|

(
f(x)

|x− x0|3
(x− x0)

− ikf(x)

|x− x0|2
(x− x0) +

∇f(x)

|x− x0|

)
· (x0 − x) ds(x).

Finally, using the fact that on Bε(x0), |x− x0| = ε, gives∫
R3\Bε(x0)

G(x,x0)(∇2f(x) + k2f(x)) dx =
eikε

4πε2

∫
∂Bε(x0)

(1− ikε)f(x) +∇f(x) · (x− x0) ds(x).

Four marks for using Green’s formula, one mark for correct identification of the normal vector, one mark for the use
of formula for ∇xG, one mark for use of fact |x− x0| = ε on ball, one mark for final answer.

[8 marks]

Q6(c) Prove that the Laplacian of the
free-space Green’s functions in
two and three dimensions equals
the Dirac delta function ... . As
in the other parts, the version of
this calculation for the Laplacian
is covered in lecture. It is assess-
ing the ILO at a high level.

First we make the change of variables suggested, r = (x−x0)/ε on the right hand side of the formula from (b) to get∫
R3\Bε(x0)

G(x,x0)(∇2f(x) + k2f(x)) dx =
eikε

4π

∫
S2

(1− ikε)f(x0 + εr) + ε∇f(x0 + εr) · r ds(r)

Now, since f has continuous derivatives, |∇f | is bounded, and so upon taking the limit the second term on the right
goes to zero, and for the other terms we get in the limit ε→ 0+∫

R3

G(x,x0)(∇2f(x) + k2f(x)) dx = f(x0)
1

4π

∫
S2

dr = f(x0),

where we have used the fact that the area of the unit sphere is 4π as given on the front of the exam.
Three marks for making the change of variables correctly, one mark for why ∇f term goes to zero, and one mark

for using the volume of the sphere.
[5 marks]

Dr S Holman
March 8, 2019
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MATH35032
SECTION A

Answer ALL three questions

A1. Solution: [this question addresses ILO1 - medium]

(a) r is the net birth minus death rate in the absence of harvesting. K is the carrying capacity of the
population in the absence of harvesting. [2 marks]

(b) The ODE reduces to dx/dt = x− x2 − α ≡ f(x). [3 marks]

(c) f(x) is a parabola with maximum 1/4 − α at x = α. For 0 < α < 1/4, f has two positive zeros,
representing two equilbria. The larger is stable (f ′ < 0) the smaller unstable (f ′ > 0). A sketch can
be used to illustrate this. For α > 1/4, dx/dt < 0 for all x ≥ 0, implying that harvesting eliminates
the population. [5 marks]

A2. Solution: [this question addresses ILO3 - medium]

(a) Setting X = X0 + z and linearizing, noting that

(1 +X0 + z)−1 =
1

1 +X0

(
1 +

z

1 +X0

)−1
≈ 1

1 +X0

(
1− z

1 +X0

+ . . .

)
(1)

gives
dz

dt
= − z(t− T )

(1 +X0)
2 .

[3 marks]

(b) Setting z = aeλt requires (1 +X0)
2λ = −e−λT . [2 marks]

(c) Setting λ = ib for some b requires cos bT = 0 and (1 + X2
0 )b = sin bT . The solution with the

smallest T has bT = π/2 and b = 1/(1 +X0)
2. [3 marks]

(d) The period of oscillation is 2π/b = 4T . [2 marks]

A3. Solution: [this question addresses ILO5 - medium]

(a) Substituting u = Aeλx into 0 = cuz +Duzz + ru gives 0 = f(λ) where f(λ) = Dλ2 + cλ+ r. This
quadratic has a minimum at λ = −c/(2D) and a minimum value r− (c2/4D). For real λ we need
c2 ≥ 4Dr, i.e. c ≥ 2

√
Dr. [4 marks]

(b) c = 2
√
Dr implies λ = −c/2D = −

√
r/D. This is the lengthscale over which u decays to zero.

[3 marks]

(c) Writing u = 1 + û and linearising gives 0 = cûz + Dûzz − rû and hence 0 = Dµ2 + cµ − r =
r[α2 + 2α − 1]. Thus α = −1 ±

√
2. To ensure û → 0 as z → −∞, take α =

√
2 − 1 > 0.

[3 marks]
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SECTION B

Answer TWO of the three questions

B4. This question addresses ILO1 and ILO5.

(a) (d/dt)(S + I +R) = 0, hence S + I +R is a conserved quantity. We take S + I +R = N . As a
result R(t) = N −S(t)− I(t) and the R equation need no longer be considered. [2 marks]

(b) The given equations follow directly with R0 = βN/γ. [5 marks]

(c) Now for v 6= 0,
dv

du
=
v(R0u− 1)

−R0uv
=
R0u− 1

−R0u
= −1 +

1

R0u

and hence v = −u + (1/R0) log u + v0 for some v0. Imposing initial conditions, with v → 0 as
u→ 1, gives v0 = 1.

u − 1 and (log u)/R0 intersect at u = 1, with slope 1 and 1/R0 respectively. Since R0 > 1, this
implies a second intersection in (0, 1) — see sketch. [7 marks]

(d) We see that dv/du = 0 for u = 1/R0, passing from positive to negative as u increases through
1/R0, hence this is a local maximum. See sketch. The outbreak causes u to fall, v to rise to vmax

and then fall, ending with all the infections dying out. N(1 − u?) is the number of individuals to
have recovered from the disease at the end of the outbreak. [6 marks]
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(e)

vmax = 1− 1

R0

− logR0

R0

so dv0/dR0 = log(R0)/R
2
0 > 0 for R0 > 1, so vmax is an increasing function of R0. [2 marks]

(f) The model is modified as

dS

dt
= −βIS + νR,

dI

dt
= βIS − γI, dR

dt
= γI − νR.

[3 marks]

B5. Solution [this question addresses ILO6] The specific application is unfamiliar - hard.

(a) The governing equations are

Ṡ = k−1C1 − k1SE
Ė = k−1C1 − k1SE + k2C1 + k−3C2 − k3DE
Ċ1 = k1SE − k2C1 − k−1C1

Ċ2 = k3DE − k−3C2

Ḋ = k−3C2 − k3DE
Ṗ = k2C1

[6 marks]

(b) The 6 × 6 stoichiometric matrix mapping (k1SE, k−1C1, k2C1, k3C2, k−3C2) to the RHS of the
ODEs above is ∣∣∣∣∣∣∣∣∣∣∣∣

−1 1
−1 1 1 −1 1
1 −1 −1

1 −1
−1 1

1

∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣

1
1

1
1

1
1

∣∣∣∣∣∣∣∣∣∣∣∣
Row reduction yields, first, ∣∣∣∣∣∣∣∣∣∣∣∣

−1 1
1 −1 1
−1 1
1 −1

1

∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣

1
−1 1

1 1
1
1 1

1

∣∣∣∣∣∣∣∣∣∣∣∣
and then ∣∣∣∣∣∣∣∣∣∣∣∣

−1 1
1 −1 1
−1 1

∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣

1
−1 1

1 1
1 1 1

1 1
1 1 1

∣∣∣∣∣∣∣∣∣∣∣∣
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The stoichiometric matrix has rank 3, and three conserved quantities are E + C1 + C2 = E0,
C2 +D = D0, S + C1 + P = S0. The reduced equations are therefore

Ċ1 = k1(S0 − C1 − P )(E0 − C1 − C2)− k2C1 − k−1C1

Ċ2 = k3(D0 − C2)(E0 − C1 − C2)− k−3C2

Ṗ = k2C1

[8 marks]

(c) Assuming the complexes equilibrate rapidly gives

0 = k1(S0 − C1 − P )(E0 − C1 − C2)− k2C1 − k−1C1

0 = k3(D0 − C2)(E0 − C1 − C2)− k−3C2

With abundant S and D we can write

0 = k1S0(E0 − C1 − C2)− k2C1 − k−1C1

0 = k3D0(E0 − C1 − C2)− k−3C2

Refomulating in terms of the given parameters gives

S0(E0 − C1 − C2) = LC1

D0(E0 − C1 − C2) = KC2

Thus C2 = LD0C1/(KS0). Eliminating C2 gives KS0E0 = C1[S0K +D0L+KL] and hence

dP

dt
=

k2S0E0K

D0L+ S0K + LK
[8 marks]

(d) D = 0 recovers the Michaelis–Menten approximation; D0 > 0 slows this reaction. [3 marks]

B6. This question addresses ILO8.

(a) With X = X? and Y = Y?, each term in both PDEs vanishes and so (1) is satisfied. [2 marks]

(b) Consider the various terms in the PDE for X:

(i) ∂tX = ∂t(X? + x(θ, t)) = ∂tx;

(ii) f(X, Y ) = f(X? + x, Y? + y). Expanding this in a Taylor series

f(X? + x, Y? + y) = f(X?, Y?) + xfx(X?, Y?) + yfy(X?, Y?) + . . .

≈ 0 + xfx(X?, Y?) + yfy(X?, Y?)

(iii) ∂θθX = ∂θθ(X? + x(θ, t)) = ∂θθx

This recovers (2) with

a = fx(X?, Y?), b = fy(X?, Y?), c = gx(X?, Y?) and d = gy(X?, Y?).

[8 marks]
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(c) If x(θ, t) = u(t) cos(nθ) then

∂tx = u̇ cos(nθ) and ∂θθx = −n2u cos(nθ).

Putting these into the PDE and dividing by cos(nθ) produces the desired form. [4 marks]

(d) The ODEs for u̇ and v̇ are linear, so their asymptotic behaviour depends on the eigenvalues of the
matrix

A =

[
(a− µn2) b

c (d− νn2)

]
.

If any of them has a positive real part, then the spatially uniform solution is unstable to oscillatory
patterns with spatial wavelength λ = 2π/n. The eigenvalues of A satisfy

λ2 − Σλ+ ∆ = 0

where

Σ = Tr(A) = a+ d− n2(µ+ ν) and ∆ = detA = (a− µn2)(d− νn2)− bc.

For stability we need Σ < 0 and ∆ > 0. Thus when n = 0, the conditions ensuring stability are

a+ d < 0 and ad− bc > 0. (2)

[6 marks]

(e) For n > 0, the condition ensuring stability is

a+ d− n2(µ+ ν) < 0 or (a− µn2)(d− νn2)− bc > 0 (3)

for all values of n. The first condition is always satisfied. The second may be written

ad− bc > (aν + dµ)n2 − µνn4.

Let f(z) = (aν + dµ)z− µνz2. Then f ′(z) = (aν + dµ)− 2µνz, so that the maximum is attained
at z = (aν + dµ)/(2µν), and

fmax =
(aν + dµ)2

4µν
. (4)

Thus stability is guaranteed if ad− bc > fmax, i.e.

ad− bc > µν

4

(
a

µ
+
d

ν

)2

as required.

[5 marks]

END OF EXAMINATION PAPER
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MATH36022 Solutions: 2019 Exam 2019

The intended learning outcomes (ILOs) of the course are as follows:

ILO1 Characterise the best approximation of a function using different norms.

ILO2 Compute Padé approximations and evaluate their quality.

ILO3 Derive quadrature rules and their error bounds.

ILO4 Apply the Trapezium rule, Gauss quadrature and adaptive quadrature to compute integrals.

ILO5 Describe the Romberg scheme in the context of extrapolation.

ILO6 Analyse and apply one-step, multi-step, and the Euler method for solving ordinary differential
equations (ODE).

ILO7 Solve ODEs numerically using Runge-Kutta, Trapezium and higher-order methods.

ILO8 Quantify the error and convergence of numerical solvers for ODEs.

ILO9 Recognize some of the difficulties that can occur in the numerical solution of problems arising
in science and engineering.

All questions on the exam paper address one or more of these ILOs. The associated level of difficulty
(at which the ILO is being assessed) is indicated with H (high), M (medium) or L (low).

SECTION A

The material in this section is considered ‘core’ and is all bookwork (from lecture notes) or else very
similar to questions posed on the Examples Sheets (for which full worked solutions were given).

A1. This question tests ILO1, L(a–c).

(a) We have ‖ f ‖2,w:=
(∫ b

a w(x)f(x)2dx
)1/2

where w(x) is non-negative and continuous on

(a, b) with
∫ b
a w(x)dx > 0. [2 marks] We say g is a best L2,w approximation to f from the

set G if
‖ f − g ‖2,w≤‖ f − h ‖2,w, ∀h ∈ G.

[2 marks]

(b) The best L2,w approximation of this form is found by solving the normal equations Ac = f
(for the coefficients c = [c0, . . . , cn]>) where

Ai,j = 〈φi, φj〉w , fj = 〈f, φj〉w , i, j = 0, 1, . . . , n,

where< u, v >w=
∫ b
a w(x)u(x)v(x) dx. [3 marks] When the polynomials φi are orthogonal,

we have 〈φi, φj〉w = 0 for i 6= j so A is diagonal and the system is trivial to solve. We have,

ci =
〈f, φi〉w
〈φi, φi〉w

, i = 1, 2, . . . , n.

[2 marks]
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A2. This question tests ILO1, L(a), M(b).

The cosine function has roots at x = (2i+ 1)π/2, i ∈ Z, so the n+ 1 zeros of Tn+1(x) on [−1, 1],
(the so-called Chebyshev points), are

xi = cos

(
(2i+ 1)π

2(n+ 1)

)
, i = 0, 1, . . . , n.

[3 marks] It is known (due to the Chebyshev Equioscillation Theorem) that among all monic
polynomials of degree n+ 1, 2−nTn+1(x) has the smallest L∞-norm on [−1, 1]. The error in the
polynomial pn(x) of degree ≤ n that interpolates to f(x) at a set of n+ 1 distinct points {xi}ni=0

in [−1, 1] has the form

f(x)− pn(x) =
f (n+1)(ξx)

(n+ 1)!

n∏
i=0

(x− xi).

Since the factor
∏n

i=0(x− xi) is a monic polynomial of degree n+ 1, its L∞-norm is minimized
by choosing the interpolation points xi to be the zeros of Tn+1. [4 marks]

A3. This question tests ILO3(L) and ILO5(L).

(a) Doubling the number of intervals corresponds to reducing h by a factor of 2 [1 mark]. If
we replace h by h/2 in the asymptotic formula, we get

I(f)− T (h/2) = a2
h2

4
+ a4

h4

16
+O(h6).

The new scheme T (h/2) still has an error that is O(h2) but the leading term in the expression
for the error is reduced by a factor of four. [2 marks]

(b) We have

4I(f)− 4T (h/2) = a2h
2 + a4

h4

4
+O(h6)

and
I(f)− T (h) = a2h

2 + a4h
4 +O(h6).

Hence,

I(f)−
(

4T (h/2)− T (h)

3

)
= −a4h

4

4
+O(h6).

The approximation 4
3T (h/2)− 1

3T (h) gives an error that is O(h4). [4 marks].

A4. This question tests ILO9(M) (and ILO3(M)).

Let fi = f(xi) and set f̄i = fi + εi, with |εi| ≤ 10−4. Writing the first rule (Simpson’s rule) as
J(f) = 1

6(f0 + 4f 1
2

+ f1) we have

|J(f)− J(f̄)| = 1

6
|ε0 + 4ε 1

2
+ ε1| ≤

1

6
(10−4 + 4 · 10−4 + 10−4) = 10−4.

[2 marks]. Similarly, for the open rule,

|J(f)− J(f̄)| ≤ 1

3
(2 · 10−4 + 10−4 + 2 · 10−4) =

5

3
· 10−4.
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[2 marks]. So, for the closed rule, where all the weights are positive, errors of size at most 10−4

in the fi values change the approximation to the integral by at most 10−4. But for a rule with
weights of both sign, the change in the quadrature rule estimate can exceed 10−4 (the upper
bound for the data error). [3 marks].

A5. This question tests ILO6, L(a–b).

(a) To derive the `-step A–B method, we replace the integrand in

y(xn+1) = y(xn) +

∫ xn+1

xn

f(x, y(x)) dx,

by the polynomial p(x) of degree `− 1 which interpolates to the values fn, fn−1, . . . , fn+1−`
at the ` points xn, xn−1, . . . , xn+1−`. Similarly, to derive the `-step A–M method, we re-
place the integrand by the polynomial p(x) of degree ` which interpolates to the values
fn+1, fn, fn−1, . . . , fn+1−` at the `+ 1 values xn+1, xn, xn−1, . . . , xn+1−`. [2 marks]

The Adams-Bashforth method is explicit (has b0 = 0) and has order `. The Adams-Moulton
method is implicit but has order `+ 1. Hence the A–B methods are easier to implement but
less accurate; the A–M methods are harder to implement (as a nonlinear equation needs to
be solved for yn+1) but have better accuracy. [4 marks]

(b) To derive the 1-step AB method, we replace the integrand with the polynomial p0(x) of
degree zero which takes the value fn at xn. Setting p0 = fn, the resulting approximation
scheme is:

yn+1 = yn +

∫ xn+1

xn

fn dx = yn + hfn.

This is the standard (forward) Euler method. [4 marks]
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SECTION B

B6. Parts (a) and (c) are bookwork (from the lecture notes) and part (b) was posed as a question
on an examples sheet. This question tests ILO2, L(a), L+M(b), H(c).

(a) Polynomials cannot have asymptotes and they are always finite on the finite real axis and
tend to ±∞ as x → ±∞. They also have a tendency to oscillate. A Padé approximant is
a ratio of polynomials. A rational function with equal degree numerator and denominator
stays bounded as x→ ±∞. A rational function also has poles (the roots of the denominator
polynomial). Rationals can also be free of oscillations. [2 marks for any two]. We
could evaluate a Padé approximant using Horner’s method, applied to the numerator and
denominator separately. However, the continued fraction representation is often cheaper
to evaluate. More importantly, evaluating the continued fraction tends to be more stable
(and leads to smaller errors in the evaluation). [2 marks]

(b) The Taylor series expansion of f(x) = log(1 + x) about x = 0 is

f(x) = x− x2

2
+
x3

3
− x4

4
+ . . .

[2 marks] and the first few coefficents (given) in rn(x) are c1 = 1, c2 = 1/2, c3 = 1/6, c4 =
1/3, . . . . Hence

r3(x) =
x

1 + x/2
1+x/6

=
x+ x2/6

1 + 2x/3
.

[2 marks] We see that r3(x) is the ratio of a quadratic polynomial p21(x) = x+ x2/6 and
the linear polynomial q21 = 1 + 2x/3 with q21(0) = 1. [1 mark] We also have

f(x)q21(x)− p21(x) =

(
x− x2

2
+
x3

3
+O(x4)

)
(1 + 2x/3)− (x+ x2/6)

= x+ 2x2/3− x2/2− 2x3/6 + x3/3 +O(x4)− x− x2/6 = O(x4).

[2 marks]. Hence r3(x) is the [2/1] Padé approximant, as claimed.

(c) We show by induction that rn(x) = pn/qn, where pn, qn are computed by the stated algo-
rithm. First, let n = 1 (base case). We have

p1
q1

=
b1b0 + a1xp−1
b1q0 + a1xq−1

=
b1b0 + a1x

b1
= b0 +

a1x

b1
=: r1(x).

Hence, the result is true for n = 1. [3 marks] Assume the result is true for n = k, that is,

rk(x) =
pk
qk

=
bkpk−1 + akxpk−2
bkqk−1 + akxqk−2

. (1)

To obtain rk+1(x) from rk(x) we simply replace bk by bk + ak+1x/bk+1. [1 marks] Making
this substitution in the right-hand side of (1) gives

(bk + ak+1x/bk+1)pk−1 + akxpk−2
(bk + ak+1x/bk+1)qk−1 + akxqk−2

=
(bkbk+1 + ak+1x)pk−1 + akxbk+1pk−2
(bkbk+1 + ak+1x)qk−1 + akxbk+1qk−2

=
bk+1(bkpk−1 + akxpk−2) + ak+1xpk−1
bk+1(bkqk−1 + akxqk−2) + ak+1xqk−1

=
bk+1pk + ak+1xpk−1
bk+1qk + ak+1xqk−1

=
pk+1

qk+1
,

which is the result with k replaced by k + 1, which completes the proof. [5 marks]
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B7. Parts (a) and (b) are bookwork (from the lecture notes) and part (c) was posed as a question
on an examples sheet. This question tests ILO3 and ILO4, L(a), M(b,c).

(a) If pn−1(x) is the polynomial of degree n − 1 or less that interpolates f at the n chosen
points xi, we have (with fi = pn−1(xi))∫ b

a
w(x)pn−1(x) dx =

∫ b

a
w(x)

n∑
i=1

fili(x) dx =
n∑

i=1

fi

∫ b

a
w(x)li(x) dx,

where li(x) is the Lagrange interpolating polynomial of degree n− 1 satisfying li(xj) = δij .
Hence, to make the rule exact for polynomials of degree up to n− 1, we should take

wi =

∫ b

a
w(x)li(x) dx.

[4 marks]

(b) Let f be a polynomial of degree ≤ 2n − 1. Write f(x) = q(x)φn(x) + r(x), where q and r
are polynomials of degrees ≤ n− 1. Then

I(f) =

∫ b

a
w(x)q(x)φn(x) dx︸ ︷︷ ︸

= 0 by orthogonality

since q(x) =
∑n−1

i=0 αiφi

+

∫ b

a
w(x)r(x) dx,

Gn(f) =

n∑
i=1

wiq(xi)φn(xi)︸ ︷︷ ︸
= 0 because the xi
are the zeros of φn

+

n∑
i=1

wir(xi).

Now
∫ b
a w(x)r(x) dx =

∑n
i=1wir(xi), by the choice of the weights wi, and since r has degree

≤ n− 1, so I(f) = Gn(f), as required. [8 marks]

(c) Setting f(x) = 1, x, x2, x3 gives

f(x) ≡ 1 ⇒
√
π = w1 + w2, (2)

f(x) ≡ x ⇒ 0 = w1x1 + w2x2, (3)

f(x) ≡ x2 ⇒ 1
2

√
π = w1x

2
1 + w2x

2
2, (4)

f(x) ≡ x3 ⇒ 0 = w1x
3
1 + w2x

3
2, (5)

where in (i) and (iii) we have used the given results and in (ii) and (iv) the integrand is an
odd function. [4 marks]. Let Φ(x) = (x− x1)(x− x2) = x2 + ax+ b (following the given
HINT). Then

b× (2) + a× (3) + (4) ⇒ b
√
π + 1

2

√
π = 0 ⇒ b = −1

2 ,

b× (3) + a× (4) + (5) ⇒ 1
2a
√
π = 0 ⇒ a = 0.
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Therefore x1, x2 are the roots of x2 − 1
2 = 0, that is, x1 = −x2 =

√
1/2. Then (3) yields

w1 = w2 =
√
π/2 by (2). Hence the two-point rule is∫ ∞

−∞
e−x

2
f(x) dx ≈

√
π

2

(
f

(
− 1√

2

)
+ f

(
1√
2

))
.

[4 marks]

B8. Parts (a) and (b) are book work (from the lecture notes). The calculations in (c) and (d) were
covered in lectures. A hint is given in (d) and (c) is included to enable all students to attempt
(d). This question tests ILO7, L(b,c), M(a), M(d).

(a) Consider the interval [xn, xn+1] and assume we have computed yn at the grid point xn.
Take one step of Euler’s method to generate an approximation at xn+1 but regard this as
only a first estimate. That is,

ŷn+1 = yn + hf(xn, yn).

We can now evaluate the derivative at the end of the Euler step, using this trial value,
y′(xn+1) ≈ f(xn+1, ŷn+1). Instead of accepting the Euler estimate, we complete the step to
xn+1 by using the average of the two slopes at the beginning and end of the step:

yn+1 = yn +
h

2

(
f(xn, yn) + f(xn+1, ŷn+1)

)
.

This is the stated scheme. [3 marks]

We can also write this method in the following form

k1 = f(xn, yn), k2 = f(xn + h, yn + hk1), yn+1 = yn +
h

2
(k1 + k2).

This is an example of a 2-stage Runge–Kutta method,

k1 = f(xn, yn),

k2 = f(xn + c2h, yn + ha21k1),

yn+1 = yn + h(b1k1 + b2k2)

with c2 = a21 = 1 and b1 = b2 = 1/2. [3 marks]

(b) The local truncation error τ(h) is the remainder when the exact solution y(xn) is substituted
for yn in the approximation scheme. If τ(h) = O(hp+1) then we say the method has order
p. [3 marks]

(c) Substituting the exact solution y(xn) for yn in equation (1) and subtracting the right-hand
side from the left-hand side gives:

τ(h) = y(xn+1)− y(xn)− h

2

(
f(xn, y(xn)) + f(xn + h, y(xn) + hf(xn, y(xn)))

)
.

[2 marks] Noting that f(xn, y(xn)) = y′(xn) then gives

τ(h) = y(xn+1)− y(xn)− h

2

(
y′(xn) + f(xn + h, y(xn) + hy′(xn))

)
.

[1 mark]
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(d) To prove the method is order two, we need to show that τ(h) is O(h3) (i.e., that the terms
in h0, h and h2 cancel out). Using a Taylor series expansion for y(xn+1) and the hint gives

y(xn+1) = y(xn) + hy′(xn) +
h2

2
y′′(xn) +O(h3)

= y(xn) + hy′(xn) +
h2

2

(
∂f

∂x
+
∂f

∂y
f

) ∣∣
(xn,y(xn)) +O(h3).

[3 marks] Next, using a Taylor series in two dimensions:

f(xn + h, y(xn) + hy′(xn)) = f(xn, y(xn)) + h
∂f

∂x
(xn, y(xn)) + hy′(xn)

∂f

∂y
(xn, y(xn)) +O(h2)

= y′(xn) + h

(
∂f

∂x
+
∂f

∂y
f

) ∣∣
(xn,y(xn)) +O(h2)

[3 marks] Substituting both expansions into the expression for τ(h) in part (c) gives

τ(h) =

[
y(xn) + hy′(xn) +

h2

2

(
∂f

∂x
+
∂f

∂y
f

) ∣∣
(xn,y(xn)) +O(h3)

]
− y(xn)− h

2
y′(xn)

−h
2

(
y′(xn) + h

(
∂f

∂x
+
∂f

∂y
f

) ∣∣
(xn,y(xn)) +O(h2)

)
= O(h3).

Hence, the method has order 2. [2 marks]



ILO MATH37012 

Upon successful completion, the students are expected to able to:  

1. classify the states of a discrete time Markov chain; 

2. calculate the stationary and limiting distributions of discrete time Markov chains; 

3. state and prove results about recurrence, transience and periodicity of discrete time Markov 

chains; 

4. write down and solve the forward equations for simple birth- death processes; 

5. apply continuous time Markov chain theory to the modelling of queues; 

6. state and prove results about the limiting behaviour of continuous time Markov chains. 

 

Notes for external examiner. 

BW=bookwork   PS=problem sheet   SS=seen similar   US=unseen 

For the first time, all questions are compulsory, rather than a choice of 3 from 4.  

Q1 ILO1,ILO2,ILO3 low 

a) i), ii) BW  iii) US   iv) US will find difficult v) BW 

b) i) SS   ii) SS   iii) first part SS, second US  iv) SS 

Q2 ILO2,ILO3 medium 

i) SS  ii) SS  iii) PS  iv) US  v) BW, SS on PS but will find last part difficult. 

Q3 ILO4,ILO6 medium 

a) i), ii) BW 

b) i) PS ii) US will find difficult. 

Q4 ILO5 medium/high, ILO6 low 

a) i), ii) PS 

b) US will probably find iii) tricky.    
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Two Hours 

 

Statistical tables are attached 

 

UNIVERSITY OF MANCHESTER 

 

 

MEDICAL STATISTICS 

 

31st May 2019 

09:45-11:45  
 

 

Please use SEPARATE booklets for your answers to each Section. 

  

Answer ALL five questions in SECTION A (40 marks in total). 

Answer TWO of the three questions in SECTION B (40 marks in total). If more than two 

questions from Section B are attempted, then credit will be given for the two best answers. 

 

The total number of marks for the paper is 80. 

 

 

University-approved calculators may be used. 

© The University of Manchester, 2019 
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Intended Learning Outcomes 
 

At the end of this course unit a student will be able to: 

1. Appraise the design, analysis and interpretation of the results of randomised 

controlled trials (RCTs), with specific reference to minimising bias. 

2. Choose, with justification, the design, including calculation of the sample size, for a 

RCT with a continuous or binary outcome. 

3. Analyse data from RCTs of various designs (including: parallel, crossover or cluster; 

superiority, non-inferiority or equivalence), including the meta-analysis of several 

RCTs, and interpret the findings in the relevant context. 

4. Derive key mathematical expressions with applications to RCTs or meta-analyses 

of RCTs. 

 
ALL BOOKWORK IS ‘SEEN’ (FROM EXERCISES OR NOTES) UNLESS STATED 

OTHERWISE 

 

A1.  

A randomised controlled trial of an electronic glucose monitor (E) against standard 

finger-prick glucose monitoring (F) in patients with Type 1 diabetes has been designed to 

use deterministic minimisation based on two baseline factors.  The minimisation factors 

are trial centre (3 levels: Manchester; Birmingham, Cambridge) and HbA1c level (2 levels: 

7.5%-9.0%; >9.0% to 11.0). 

(Note: HbA1c is glycated haemoglobin, a measure of average glucose level over the past 

2-3 months.) 

 

The number of participants with each baseline factor level after 20 participants have been 

allocated to the intervention groups are given in the table below. 

 

Baseline 

factor 

Trial Centre HbA1c level 

 Manchester Birmingham Cambridge 7.5% - 9.0% >9.0% - 11.0% 

Treatment E F E F E F E F E F 

Number of 

participants 

4 2 3 3 3 5 5 6 5 4 
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(i) How many participants have been allocated to each treatment group? 

ILO 1: Level Low 

SOLUTION 

Easiest to sum the numbers in Treatment E for the two HbA1c level, and likewise for 

Treatment F. 

 

So, for E, 5+5=10 and for F, 6+4=10, i.e. 10 participants have been allocated to each 

treatment group. 

  [Calculation: 1 minute] 

[1 mark] 

 

(ii) The characteristics of the next participant (participant 21) entered into the trial is: 

  Trial Centre: Manchester 

  HbA1c level: 7.5%-9.0%. 

Determine the intervention group to which this participant has to be allocated. 

 

ILO 1: Level Medium 

 

SOLUTION 

 

Baseline 

factor 

Trial Centre HbA1c level Sum: 

Manchester + 

7.5%-9.0% 

for each 

treatment 

group 

 Manchester Birmingham Cambridge 7.5% - 

9.0% 

>9.0% - 

11.0% 

Treatment E F E F E F E F E F E F 

Number of 

participants 

4 2 3 3 3 5 5 6 5 4 9 8 
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As the sum of the number of Manchester participants and the number of HbA1c level 

>9.0%-11.0% participants is greater for Treatment E than for Treatment F (9>8), 

participant 21 will be allocated to Treatment F. 

[Calculation + reporting: 3 minutes] 

[2 marks]  

 

(iii) What type of bias has an increased risk when deterministic minimisation is used 

rather than stratified randomisation?   How would the use of stochastic minimisation 

reduce this risk of bias? 

 
ILO 1: Level Medium 
 

SOLUTION 

Selection (or allocation) bias is at increased risk when deterministic minimisation is used 

rather than stratified randomisation because the allocation is perfectly predictable if 

previous allocations are known (except in cases when the sums of previous allocations 

from the relevant participant baseline categories are equal form the treatment groups).  

The use of stochastic minimisation reduces this risk of bias as the allocation would not be 

known in this situation; it would only be known that there was an increased chance of 

allocation  

[2 marks] 

 

(iv) If stochastic randomisation is used with allocation probabilities 0.7 and 0.3, use the 

random number 0.60131 (from a uniform distribution on [0,1]) and a suitably-defined 

rule to allocate participant 21 to a treatment group. 

 

ILO 1: Level: Low 
 

SOLUTION 

Using the allocation rule:  Allocate to Treatment E if the random number is less than or 

equal to 0.3 and allocate to Treatment F if the random number is greater than 0.3, we 

would (still) allocate the participant to Treatment E as 0.60131 > 0.3. 

[2 marks] 

 

[Total 7 marks] 
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A2.  

Van de Port (2012) reported testing for differences between treatment groups for 35 

baseline variables, 4 of which had p-values less than 0.05.  In the Discussion section of 

their paper they report some limitations of their trial, which included the text: 

 

“Firstly, although the trial was well powered, including 250 patients with few drop-outs, we 

found significant baseline differences in favour of the circuit training group for a few 

secondary outcomes. All analyses, however, were adjusted for these covariates at 

baseline.” 

 
(i) Explain why performing significance tests for baseline differences between 

treatment groups is not recommended in randomised controlled trials. 

ILO 1: Level Medium 

 

SOLUTION 

Performing significance tests for baseline differences between groups is not recommended 

because, assuming that randomisation has been performed correctly (and without 

allocation bias), any differences between treatment groups are due to chance.  So the 

alternative hypothesis that the mean (or proportions) are not equal at baseline cannot be 

true as it is known that the mean (or proportions) are equal at baseline due to the 

allocation to the groups being random, meaning that the baseline distributions are the 

same for the two groups, and hence the population means are equal at baseline. 

 [2 marks] 

 

(ii) When should the between-groups comparison of continuous outcome measures in 

randomized controlled trials be adjusted for baseline variables?  Is it appropriate to 

use significance testing to select the baseline covariates to include in an adjusted 

analysis with the aim of reducing potential bias?  (Justify your answer.) 

ILO 1: Level Medium 
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SOLUTION 

 Between-group comparison of continuous outcome measures should be adjusted for 

baseline variables when those baseline variables are likely to be prognostic of 

outcome.  

 If such variables are unbalanced between the treatment groups, adjustment also 

reduces bias in the analysis.  However, the choice as to which variables to adjust for 

should be made in advance of the data analysis (and documented in a Statistical 

Analysis Plan), so a significance test would be too late in the trial and, moreover, a p-

value from a significance test is a function is  not a measure of how large the 

difference actually is (which is what is important!). 

[3 marks: 1 mark for first sub-part and 2 marks for second sub-part] 

[Total 5 marks] 

A3.   

A randomised controlled trial is carried out to compare two doses of a new vaccine for the 

prevention of H1N1 influenza.  The effectiveness of the vaccine is tested by measuring the 

immune response in the blood measured 9 days following vaccination (as this measures 

successful vaccination and protection against influenza).  The results are summarised in 

the table below: the numbers in the table are the respective counts for the different 

combinations of Dose (15mg; 30mg) and Immune response (Yes; No), with the totals 

randomised to each of the dose levels. 

 

Dose 15mg 30mg 

Immune 

response 

      

Yes 200 220 

No 50 30 

Total 250 250 

 

(i) Estimate the odds ratio for the effectiveness of a 30mg dose as compared to a 

15mg dose. 

 

ILO 3: Level Low 

 



MATH38072 

 Page 7 of 26  

 
 

SOLUTION 

The required odds ratio estimate is given by  𝑂𝑅 =  
220 x 50

30 x 200
= 1.83 (to 2 d.p.). 

[Calculation: 1 minute] 

[1 mark] 

(ii) Calculate the 95% confidence interval of this odds ratio. 

 

ILO 3: Level Medium 

 

SOLUTION 

The 95% confidence limits for the log odds ratio (30mg dose [T] relative to 15mg dose [C]) 

are given (approximately) by: 

log𝑒(𝑂𝑅) ± 𝑧0.025𝑆𝐸(log𝑒(𝑂𝑅))  where 𝑆𝐸(log𝑒(𝑂𝑅)) = √
1

𝑟𝑇
+

1

𝑛𝑇−𝑟𝑇
+

1

𝑟𝐶
+

1

𝑛𝐶−𝑟𝐶
  , where  

𝑟𝑇 , 𝑛𝑇 − 𝑟𝑇 , 𝑟𝐶and 𝑛𝐶 − 𝑟𝐶 are the number of ‘Yes’ outcomes and ‘No’ outcomes for the 

treatment group and the number of ‘Yes’ outcomes and ‘No’ outcomes for the control 

group, respectively. 

log𝑒(𝑂𝑅) =  log𝑒 (
220 x 50

30 x 200
) = 0.6061,  𝑧0.025 = 1.9600 

𝑆𝐸(log𝑒(𝑂𝑅)) = √
1

220
+

1

30
+

1

200
+

1

50
=  √0.06288 = 0.2508 

So 95% confidence limits for log𝑒(𝑂𝑅) are   0.6061 - 1.9600 x 0.2508 = 0.1147 

and       0.6061 + 1.9600 x 0.2508 = 1.0976. 

Taking exponentials gives the 95% confidence Interval for the odds ratio as  

(1.12, 3.00) [limits to 2 d.p.] 

[Calculation: 7 minutes] 

[5 marks] 

 

(iii) Interpret the results of this trial. 

 

ILO 3: Level Low 

 

SOLUTION 
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The trial suggests that the 30mg dose of the vaccine is more effective than the 15 mg dose 

as the odds ratio for immune response for a 30mg dose as compared to a 15mg dose 

equals 1.83 with 95% confidence interval 1.12 to 3.00. 

 [2 marks] 

 

[Total 8 marks] 

A4.  

In a meta-analysis of k trials, suppose that ̂𝑖 is an estimate of the treatment effect for the 

ith trial and let 𝑉𝑎𝑟[̂𝑖] be its sampling variance.  The minimum variance estimate is 

defined by:    ̂𝑀𝑉 =  
∑ 𝑤𝑖̂𝑖

𝑘
𝑖=1

∑ 𝑤𝑖
𝑘
𝑖=1

 

where  𝑤𝑖 = 1
𝑉𝑎𝑟[̂𝑖]⁄  , and  𝑉𝑎𝑟[̂𝑀𝑉] =

1

∑
1

𝑉𝑎𝑟[̂𝑖]
𝑘
𝑖=1

 . 

 

The table below summarises the outcome of three trials of Neuromuscular Electrical 

Stimulation (NMES) versus no treatment for the condition of patellofemoral pain (PFP).  

The outcome measures was a Visual Analogue Scale (VAS) Pain score (range 0-10, with 

0 representing no pain and 10 representing worst imaginable pain) during normal 

activities, assessed at the end of treatment.  The treatment effect for each study 

(𝑖 , i =1, 2, 3) is the difference in mean VAS pain for the two treatments (NMES group - 

No treatment group). 

 

Study 

(Date of publication) 

Difference 

̂𝑖 
𝑉𝑎𝑟[̂𝑖] 

Akarcali(2002) 1.12 0.3969 

Bily (2008) 0.55 1.2769 

Tunay (2003) 1.90 0.1296 

 

(i) Compute the minimum variance estimate of the overall treatment effect, ̂𝑀𝑉, and 

determine its 95% confidence interval, stating any assumptions that you make. 

 

ILO 3: Level Low 
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SOLUTION 

 

 Difference ̂𝑖 𝑉𝑎𝑟[̂𝑖] 𝑤𝑖 = 1 𝑉𝑎𝑟[̂𝑖]⁄  𝑤𝑖  ̂𝑖 

 1.12 0.3969 2.519526 2.8219 

 0.55 1.2769 0.783147 0.4307 

 1.90 0.1296 7.716049 14.6605 

Sum   11.0187 17.9131 

  

So   ̂𝑀𝑉 =  
∑ 𝑤𝑖̂𝑖

3
𝑖=1

∑ 𝑤𝑖
3
𝑖=1

=
17.9131

11.0187
= 1.6257 = 1.63 (to 2 d.p.) 

and  𝑉𝑎𝑟[̂𝑀𝑉] =
1

∑
1

𝑉𝑎𝑟[̂𝑖]
3
𝑖=1

=  
1

11.0187
= 0.0908 

95% confidence limits for the overall treatment effect are given by: 

̂𝑀𝑉  ± 𝑧0.025√𝑉𝑎𝑟[̂𝑀𝑉] 

i.e. 

1.6257 ± 1.9600√0.0908 

giving 95% confidence limits of 1.0352 and 2.2161 

So a 95% confidence interval for the treatment effect   is  (1.04, 2.22) (limits to 2 d.p.) 

[Calculation 8 minutes] 

[6 marks] 

(ii) What can you conclude from the meta-analysis regarding the performance of 

NMES? 

 

ILO 3: Level Low 

 

SOLUTION 

Pooled results from these three trials showed that NMES was associated with significantly 

lower pain scores at the end of treatment, when compared with a no-treatment control, 
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with a mean treatment effect of 1.63 points in VAS pain during normal activity and a 

95%CI of 1.04 to 2.22 points. 

[2 marks] 
 

(iii) It is known that the minimal clinically important difference for VAS pain is in the 

range 1.5 to 2.0.  By comparing these values with the 95% confidence interval that 

you computed in (i), provide interpretation of the confidence interval in the context 

of clinical importance. 

 

ILO 3: Level Medium 

 

SOLUTION 

Although the point estimate (1.63 points) of the overall treatment effect of NMES is just 

above the suggested lower limit (1.50 points) for a minimum clinically important difference 

(MCID) for VAS pain between the intervention groups, the true benefit ( ) may not be 

clinically important since the absolute value (1.04) for the lower 95% confidence limit was 

less than this suggested lower limit for the MCID. 

 [2 marks] 
 

 [Total 10 marks] 

A5.  

Consider a randomized controlled trial. Suppose the patient population can be divided into 

three latent sub-groups as follows:  

 Compliers: patients who will comply with the allocated treatment; 

 Always control treatment: patients who will receive control treatment regardless of 

allocation; 

 Always new treatment: patients who will receive the new treatment regardless of 

allocation.  

This assumes that there are no defiers, namely patients who will always receive the 

opposite of the treatment to which they are randomized. Assuming that the proportion and 

characteristics of compliers, always control treatment, always new treatment is the same in 

both arms and that randomization can only affect the outcome through the receipt of 

treatment, show that: 
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(i) An intention-to-treat estimate of the treatment effect is biased towards the null 

hypothesis of no treatment effect. 

 

ILO 4: Level Medium 

 

SOLUTION 

Table of expected means under assumptions of model  

 Type Control  

Group  

New Treatment  

Group  

Proportion  

In  

Latent Class  

As Randomized  A    +   𝐴 = 1 −  
𝐵

−  𝐶 

Always Control  B   + 
𝐵
  +  

𝐵
 𝐵 

Always New Treatment  C   +  
𝐶

+   +  
𝐶

+  𝐶 
  

For the Intention-to-Treat Estimate 
 

ITT =  [𝐴( + ) + 𝐵( + 
𝐵

 ) +  𝐶( + 
𝐶

+  )] −  [𝐴 + 𝐵( + 
𝐵

 ) + 𝐶( + 
𝐶

+  )]  

       =  𝐴 

as the second and third terms in each bracket cancel.  

Hence, as 0 ≤  𝐴  ≤ 1,  |̂𝐼𝑇𝑇|  ≤ | |   which means ̂𝐼𝑇𝑇 is biased towards zero if 

𝐴  < 1, i.e. if some participants do not comply with treatment. 

[Bookwork] 

[5 marks] 

 

(ii) A per-protocol estimate of the treatment effect may be biased either towards or 

away from the null hypothesis of no treatment effect. 

 

ILO 4: Level High 
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SOLUTION 

For the Per-Protocol Estimate  

𝑃𝑃 =  [
𝐴( +  ) + 𝐶( +  

𝐶
+ )

𝐴 + 𝐶
] − [

𝐴 + 𝐵( + 
𝐵

)

𝐴 + 𝐵
] 

 

                   =  [
(𝐴 + 𝐶) + 𝐶𝐶

+ (𝐴 + 𝐶)

𝐴 + 𝐶
] − [

(𝐴 + 𝐵) +  𝐵𝐵

𝐴 + 𝐵
] 

 

                             =   +   +  [
𝐶𝐶

𝐴 + 𝐶
] −   −  [

𝐵𝐵

𝐴 + 𝐵
] 

 

                             =    +  [
𝐶𝐶

1 − 𝐵 − 𝐶  + 𝐶
]  − [

𝐵𝐵

1 − 𝐵 − 𝐶  + 𝐶
] 

 

                             =    + ([
𝐶𝐶

1 − 𝐵
] − [

𝐵𝐵

1 − 𝐵
])  

 

So  𝑃𝑃 is biased by a term involving 
𝐵

 and 
𝐶

. Since 
𝐵
  and 

𝐶
 can each be either positive or 

negative 𝑃𝑃  may be biased either towards or away from zero. 

[Bookwork] 

[5 marks] 

 

[Total 10 marks] 
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B1. 
 

For an AB/BA crossover trial, a standard model for a continuous outcome 
i j

y for the ith 

participant in the jth  period is:  

𝑦𝑖1 = µ + 
𝑖

+ 𝑖1   for a participant  in sequence AB in period 1 

 𝑦𝑖2 = µ +  +  + 
𝑖

+ 𝑖2 for a participant in sequence AB in period 2 

 𝑦𝑖1 = µ +  + 
𝑖

+ 𝑖1  for a participant in sequence BA in period 1 

 𝑦𝑖2 = µ +  + 
𝑖

+ 𝑖2  for a participant in sequence BA in period 2 

where µ is the  mean for the sequence BA in period 1,   is the treatment effect of A 

compared to B, and   is the period effect, with 
𝑖
 and 𝑖𝑗 being independent random 

variables with 
𝑖
~𝑁[0,𝐵

2 ]  and 𝑖𝑗~𝑁[0,
2].  Defining  𝑑𝑖 = 𝑦𝑖2 − 𝑦𝑖1, let 

𝑑̅𝐴𝐵 , 𝑑̅𝐵𝐴, µ𝐴𝐵
𝑑  and  µ𝐵𝐴

𝑑  be the sample and population means of 𝑑𝑖 for sequences AB and 

BA respectively. 

 

(i) Show that ̂ =
𝑑̅𝐴𝐵−𝑑̅𝐵𝐴

2
  is an unbiased estimator of , that is   

𝐸[̂] = 𝐸 [
𝑑̅𝐴𝐵−𝑑̅𝐵𝐴

2
] =  . 

Hence also show that a test of the null hypothesis 𝐻0: 
𝐵𝐴
𝑑 =  

𝐴𝐵
𝑑  is the same as 

a test of the null hypothesis of no treatment effect 𝐻0:  = 0. 

  
ILO 4: Level Low 

 
SOLUTION 
 

Substitution from the model given in the question gives: 

𝐸[𝑑𝑖 | 𝑖 ∈ 𝐴𝐵] = 𝐸[(𝜇 +  +  +  
𝑖

+ 𝑖2) − (𝜇 + 
𝑖

+ 𝑖1)] 

The terms 
i

  on the RHS cancel so  𝐸[𝑑𝑖 | 𝑖 ∈ 𝐴𝐵] = 𝐸[( +  + 𝑖2) − (𝑖1)] . 

Since    𝐸[𝑖𝑗] = 0,    𝐸[𝑑𝑖 | 𝑖 ∈ 𝐴𝐵] =   +   . 
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Hence  
𝐴𝐵
𝑑 =  𝐸 [𝑑̅𝐴𝐵] = 𝐸

∑ 𝑑𝑖𝑖 ∈𝐴𝐵
𝑛𝐴𝐵

=  𝑛𝐴𝐵𝐸[𝑑𝑖| 𝑖 ∈𝐴𝐵]

𝑛𝐴𝐵
=   +  . 

Similarly,   
𝐵𝐴
𝑑 = 𝐸[𝑑𝑖 | 𝑖 ∈ 𝐵𝐴] = 𝐸[( + 𝑖2) − ( + 𝑖1) ] =   −   . 

And      𝐸[𝑑̅𝐵𝐴] = 𝐸 [
∑ 𝑑𝑖𝑖 ∈𝐵𝐴

𝑛𝐵𝐴
] =  

𝑛𝐵𝐴𝐸[𝑑𝑖| 𝑖 ∈𝐵𝐴]

𝑛𝐵𝐴
=   −   . 

Hence   


𝐴𝐵

𝑑 − 
𝐵𝐴

𝑑

2
= 𝐸 [

𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴

2
] =

𝐸[𝑑̅𝐴𝐵] − 𝐸[𝑑̅𝐵𝐴]

2
=  

( + ) − ( − )

2
=   

Likewise, a test of  𝐻𝑜 : 
𝐴𝐵

𝑑 −𝐵𝐴
𝑑

2
=  0 or, equivalently, a test of 𝐻𝑜: 

𝐴𝐵
𝑑 − 

𝐵𝐴
𝑑 =  0  is  

the same as a test of the null hypothesis of no treatment effect 𝐻0:  = 0. 

  [Bookwork] 

[4 marks] 

 

(ii) Show that the variance of ̂  is given by  

𝑉𝑎𝑟[̂ ] = 𝑉𝑎𝑟 [
𝑑̅𝐴𝐵−𝑑̅𝐵𝐴

2
] =


2

2
(

1

𝑛𝐴𝐵
+

1

𝑛𝐵𝐴
) . 

(You may assume the general result 𝑉𝑎𝑟(𝑥̅) =  
2

𝑛
  where 𝑉𝑎𝑟(𝑥) = 2, and 𝑛  

is the sample size.) 

 

ILO 4: Level Medium 

 

SOLUTION 

 

Define  𝑉𝑎𝑟[𝑑𝑖| 𝑖 ∈ 𝐴𝐵] =  𝑑𝐴𝐵

2  and  𝑉𝑎𝑟[𝑑𝑖| 𝑖 ∈ 𝐵𝐴] =  𝑑𝐵𝐴

2  

From the model for a cross-over trial given in the question, for sequence AB  

𝑑𝐴𝐵

2 = 𝑉𝑎𝑟[𝑑𝑖] = 𝑉𝑎𝑟[𝑦2𝑖 − 𝑦1𝑖] = 𝑉𝑎𝑟[( +  + 
𝑖

+ 𝑖2) − ( +  + 
𝑖

+ 𝑖1)] 
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            = 𝑉𝑎𝑟[𝑖2 − 𝑖1] = 𝑉𝑎𝑟[𝑖1] + 𝑉𝑎𝑟[𝑖2] = 2
2    since   𝐶𝑜𝑣[𝑖1, 𝑖2] = 0 

Similarly, for sequence BA, 𝑑𝐵𝐴

2 = 2
2 

Hence, the variances of the two sequences are the same for this model, that is: 

𝑑𝐴𝐵

2 = 𝑑𝐵𝐴

2 =  𝑑
2 = 2

2 

Now    Var[̂ ] = Var [
𝑑̅𝐴𝐵−𝑑̅𝐵𝐴

2
] =

1

4
𝑉𝑎𝑟[𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴] 

    =
1

4
[𝑉𝑎𝑟(𝑑̅𝐴𝐵) +  𝑉𝑎𝑟(𝑑̅𝐵𝐴) ]   as  𝐶𝑜𝑣[𝑑̅𝐴𝐵 , 𝑑̅𝐴𝐵] = 0 

But  𝑉𝑎𝑟(𝑑̅𝐴𝐵) =
𝑑

2

𝑛𝐴𝐵
 and, likewise, 𝑉𝑎𝑟(𝑑̅𝐵𝐴) =

𝑑
2

𝑛𝐵𝐴
 

So    Var[̂ ]  =
1

4
[
𝑑

2

𝑛𝐴𝐵
+

𝑑
2

𝑛𝐵𝐴
] =  

1

4
[𝑑

2 (
1

𝑛𝐴𝐵
+

1

𝑛𝐵𝐴
)] =

2
2

4
(

1

𝑛𝐴𝐵
+

1

𝑛𝐵𝐴
)   

   =  


2

2
(

1

𝑛𝐴𝐵
+

1

𝑛𝐵𝐴
),   as required. 

[Bookwork] 

[5 marks] 

 
(iii) Given that the variance of the estimator based on the first period observations 

from the two groups, which is equivalent to a parallel-design trial treatment effect 

estimator, is given by: 

(𝐵
2 + 

2) (
1

𝑛𝐴𝐵
+

1

𝑛𝐵𝐴
) , 

what does the result given in (iii) suggest is an advantage of using an AB/BA 

crossover design rather than a parallel-design trial?  State the condition when this 

advantage is at its greatest. 

 

ILO 1: Level Medium 
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SOLUTION 

The ratio of the respective variances is 


2

2

(𝐵
2 +

2)
 = 


2

2(𝐵
2 +

2)
  .  

So an advantage of using an AB/BA crossover design rather than a parallel-design trial is 

that the variance of the estimator is smaller by a factor of at least 2.  The advantage is at 

its greatest when 𝐵
2  is large relative to 

2. 

[3 marks] 

 

(iv) An AB/BA crossover trial was designed to compare two treatments for 

hypertension (high blood pressure): Drug A and Drug B.  Thirty-eight participants, 

all suffering from hypertension, were randomised: 18 to the sequence Drug A then 

Drug B, and 20 to the sequence Drug B then Drug A. A measurement of the 

primary outcome measure, diastolic blood pressure (in mm Hg), was taken at the 

end of each treatment period and are summarised in the table below. Test the 

hypothesis 𝐻0:  = 0 versus 𝐻1:  ≠ 0 using a 5% significance level.  Also 

compute and briefly interpret the 95% confidence interval for . 

 

 

Sequence 

Period 1 Period 2 Period 2 – Period 1  

 

N mean s.d. mean s.d. Mean s.d 

AB 84.50 7.01 83.39 6.57 -1.11 2.47 18 

BA 84.10 8.94 86.65 8.12 2.55 2.26 20 

 

ILO 3: Level Low 

 

SOLUTION 

From part (i), the hypothesis 𝐻0:  = 0 versus 𝐻1:  ≠ 0 can be tested using a two-sample t-

test of the means of the differences  𝐻0: 
𝐵𝐴
𝑑 =  

𝐴𝐵
𝑑  . The test statistic 𝑇𝑑 is defined as: 

𝑇𝑑 =  
𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴

𝑆𝐸[𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴]
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where   𝑆𝐸̂[𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴] =  𝑠𝑑√
1

𝑛𝐴𝐵
+

1

𝑛𝐵𝐴
   and  𝑠𝑑 =  √

(𝑛𝐴𝐵−1)𝑠𝑑𝐴𝐵
2 +(𝑛𝐵𝐴−1)𝑠𝑑𝐵𝐴

2

𝑛𝐴𝐵 + 𝑛𝐵𝐴 − 2
  

. 

Substitution gives   𝑠𝑑 = √
17 x 2.472+19 x 2.262

36
=  √5.5767  

Hence      𝑆𝐸̂[𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴] = √5.5767 (
1

18
+

1

20
) =  0.7672. 

So      𝑇𝑑 =  
−1.11−2.55

0.767
=  −4.7704 

Under the null hypothesis this statistic will follow a t-distribution with 36 d.f. 

 

From tables, 𝑡0.025(36) = 2.0281.  As |𝑇𝑑| = 4.7704 > 2.0281 the null hypothesis 

𝐻0:  = 0 can be rejected in favour of 𝐻1:  ≠ 0 at the 5% significance level. 

 

A 100(1-)% confidence interval for the treatment effect   is defined by its lower and 

upper limits: 

 

1

2
(𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴)  ±  

1

2
𝑡/2(𝑛𝐴𝐵 + 𝑛𝐵𝐴 − 2) 𝑆𝐸̂[𝑑̅𝐴𝐵 − 𝑑̅𝐵𝐴] 

  

Therefore the 95% confidence limits for   are   

1

2
(−3.66) ±

1

2
2.0281 x 0.7672 

giving a 95% confidence interval for   of (-2.61, -1.05) mm Hg (limits to 2 d.p.).  

[Calculation: 10 minutes] 

 

This can be briefly interpreted as follows:  The true treatment effect is that the mean 

diastolic blood pressure is an average of between 1.05 and 2.61 mm Hg lower for patients 

given Drug A than for those given Drug B, with 95% confidence. 

[8 marks] 

 
 [Total 20 marks] 
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B2. 

A randomised controlled trial is planned to compare a treatment (A) with the current 

standard therapy (B). For an outcome measure Y, let  𝑦𝐴̅̅ ̅, 𝑦𝐵̅̅ ̅, 
𝐴
, 

𝐵
  be the sample and 

population means of Y for each treatment. Let s and  be the common within-group 

sample and population standard deviations of Y. Assume that the null hypothesis of no 

treatment effect will be tested by the statistic  𝑇 =
𝑦𝐴̅̅ ̅̅  −𝑦𝐵̅̅ ̅̅

𝑠
 , with  = √1

𝑛𝐴
⁄ + 1

𝑛𝐵
⁄  , where 

𝑛𝐴 and 𝑛𝐵 are the number of participants allocated to each treatment. 

 

(i) Write down an expression for the power (1-) of the test for a two-tailed alternative 

hypothesis to detect a treatment effect , stating the assumptions you make. 

 

ILO 2: Level Medium 

 

SOLUTION 

The power of a trial with two groups of size 𝑛𝑇 and 𝑛𝐶  to detect an treatment effect of 

magnitude   using a two-sample t-test with a two-sided significance level   is given by: 

1 −  =  1 −  (𝑧 2⁄ −



) 

where   is the cumulative distribution function of 𝑁[0, 1] and   = √
1

𝑛𝑇
+

1

𝑛𝑐
  . 

Assumptions: 

1. Sample size is sufficiently large for normal distribution (𝑁[0, 1]) to be a good 

approximation to the t-distribution on  𝑛𝑇 + 𝑛𝐶 − 2 degrees of freedom. 

2.   > 0 and 



  is sufficiently large for the probability in the left tail of the distribution to 

be negligible. 

[Bookwork] 

 [4 marks] 

  

  



MATH38072 

 Page 19 of 26  

 
 

(ii)  Assuming that participants are allocated in the ratio of 1: k such that  𝑛𝐵 = 𝑘. 𝑛𝐴, 

show that the total sample size required to give a power of (1-) for a two-tailed -

sized test is: 

𝑛 =
(𝑘+1)2

𝑘

2

2
(𝑧 2⁄ + 𝑧) . 

ILO 4: Level Medium 

 

SOLUTION 

Since  −1() = −𝑧  it follows that −𝑧 = 𝑧 2⁄ −



,  giving 




= 𝑧 2⁄ + 𝑧 . 

If 𝑛𝑇 = 𝑘𝑛𝐶, then  = √1 𝑘𝑛𝐶 + 1 𝑛𝐶⁄⁄  

Therefore, 



√

𝑘𝑛𝐶

(𝑘+1)
= 𝑧 2⁄ +  𝑧 . 

Rearrangement gives  
𝑘𝑛𝐶

(𝑘+1)
=  

2

2 (𝑧 2⁄ + 𝑧)
2
 

and further rearrangement gives  𝑛𝑐 = (
𝑘+1

𝑘
) 

2

2 (𝑧 2⁄ + 𝑧)
2
 

Hence the total sample size is  𝑛 =  𝑁(𝑘) =  𝑛𝐶 + 𝑘𝑛𝐶 =
(𝑘+1)2

𝑘

2

2
(𝑧 2⁄ +  𝑧)

2
, as 

required. 

[Bookwork] 

[5 marks] 

 

(iii) Show that the minimum sample size is obtained by using an equal allocation ratio. 

 

ILO 4: Level Medium 
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SOLUTION 

𝑁(𝑘) =  
(𝑘 + 1)2

𝑘
 
2

2
(𝑧 2⁄ +  𝑧)

2
 

Now  

𝑁(𝑘) =   (
𝑘2 + 2𝑘 + 1

𝑘
)
2

2
(𝑧 2⁄ +  𝑧)

2
=   (𝑘 + 2 +

1

𝑘
)
2

2
(𝑧 2⁄ +  𝑧)

2
 

So 

𝑁′(𝑘) = (1 −
1

𝑘2
)
2

2
(𝑧 2⁄ + 𝑧)

2
= 0 for min./max. 

Solving gives  𝑘2 = 1 (as 𝑧 2⁄ +  𝑧 > 0) which gives 𝑘 = −1 and 𝑘 = 1 as solutions. 

However, 𝑘 = −1 is not a valid solution given the context, so we are left with the solution 

𝑘 = 1. 

Differentiating a second time gives  𝑁′′(𝑘) =
2

𝑘3 = 2 >  0 when 𝑘 = 1, hence confirming that 

𝑘 = 1 does give a minimum for n. 

So the minimum total sample size is when 𝑘 = 1, that is when there is an equal allocation 

ratio. 

[Bookwork - unseen] 

   [5 marks]  

 

(iv) In a randomised controlled trial it is planned to allocate 240 participants to two 

treatments. The pooled within-group standard deviation is thought to be 12 units. 

Estimate the power of a study to detect a treatment effect of 5 units for two-tailed 

0.05-sized test, if an allocation ratio of 1:2 (treatment: control) is used.  

 

ILO 2: Level Low 

 

SOLUTION  

Power is given (approximately) by   1 −  =  1 −  (𝑧 2⁄ −



)  where    = √

1

𝑛𝑇
+

1

𝑛𝑐
 . 

If 240 participants are allocated in a ratio 1:2, then 1/3 of 240 = 80 participants will 

be allocated to the treatment group and 160 allocated to the control group.  So 

𝑛𝑇 = 80 and 𝑛𝐶 = 160.    
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Furthermore, 𝑧 2⁄ = 1.9600 from tables and  = √
1

80
+

1

160
=  0.1369,  

So    



=  

5

 12 x 0.1369 
=  3.0429. 

Hence  Power =  1 −   (𝑧 2⁄ −



) = 1 − (1.9600 − 3.0429) = 1 − (−1.0829). 

Now               (−1.0829)  ≈  (−1.08) + 0.29 ∗ ((−1.09) −  (−1.08))  

                      ≈ (1 − 0.8599) + 0.29 ∗ ((1 − 0.8621) − (1 − 0.8599)) 

         ≈ 1 −  0.8605 

  So   Power = 1-(1-0.8605) = 0.8605, or 86.1% 

[Calculation: 5 minutes] 

 [4 marks]  

 

(v) In a randomised controlled trial, it is decided to allocate twice as many participants 

to the control group as to the treatment group, using blocked randomisation with a 

block size of 3.  Briefly describe how to create a randomisation list to implement this 

randomisation scheme by using random numbers with a simple allocation rule. 

[2 marks] 

ILO 2: Level Medium 
 

SOLUTION 

Using this randomisation scheme, there are three possible blocks: 

ABB, BAB, BBA, 

each of which would be chosen with equal probability (1/3). 

To create the randomisation list for this scheme, one could then randomly and repeatedly 

select, using a set of computer-generated pseudo-random numbers (uniformly distributed 

in the range [0,1]): 

 the first block (ABB) if the pseudo-random number is <1/3 (0.33333); 

 the second block (BAB) if the pseudo-random number is ≥1/3 but <2/3; and  

 the third block (BBA) if the pseudo-random number is ≥2/3; 

until the list is sufficiently long in order to randomise the necessary number of participants. 

 [2 marks] 

 

[Total 20 marks] 
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B3.  

In a parallel-group non-inferiority trial, a new treatment T is being compared with a control 

treatment C using a normally distributed outcome measure Y. Assume that large values of 

Y represent a worse outcome for the participant. Let  𝑦𝑇̅̅ ̅, 
𝑇
 and 𝑛𝑇 and 𝑦𝐶̅̅ ̅,  

𝐶
 and 𝑛𝐶  be 

the sample mean, population mean and the sample size for the new treatment and for the 

control treatment, respectively. Suppose   is the population standard deviation of both 

treatments. The treatment effect is defined as  = 
𝑇

−   
𝐶
. 

 

(i) Provide an example, with justification, of a situation where a non-inferiority trial 

rather than a superiority trial can be used. 

 

ILO 2: Level Medium 

 

SOLUTION 

A non-inferiority trial can be used when the ‘new’ treatment is known (or can be shown to 

be) either less resource-intensive or have less side-effects than the current ‘standard’ 

treatment.  So an example could be a trial where the new is cheaper or more efficient than 

the current standard treatment.  Examples could include a nurse performing a procedure 

rather than a doctor (such as in the example for part (iv) where nurse-led telephone follow-

up is used rather than doctor (consultant)-led clinic follow-up, where the use of a telephone 

rather than hospital premises is likely to add to the savings) or the use of physiotherapy 

rather than an operation (e.g. for frozen shoulder), or a drug or alternative therapy with 

less side-effects than the standard drug.  

(Note: Any of these examples would be accepted for the marks.) 

[2 marks] 

 

(ii) Explain why a significance test of the hypothesis 𝐻0:  = 0  versus 𝐻1:  > 0  

would not be appropriate in a non-inferiority trial. 

 

ILO 1: Level Medium 
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SOLUTION  

In order to demonstrate an effect we need to reject a null hypothesis so that we can accept 

an alternative hypothesis. Hence to demonstrate that a new treatment is non-inferior, we 

need to define a null hypothesis that the treatment is not non-inferior which can then be 

rejected in favour of an alternative hypothesis that the treatment is non-inferior to the 

control. A significance test of the hypothesis 𝐻0:  = 0  versus 𝐻1:  > 0  has a null 

hypothesis that the treatment is not effective (and hence non-inferior) whilst the alternative 

hypothesis is the hypothesis of inferiority (which the research is attempting to ‘disprove’).  

So the hypotheses are not the ‘correct way round’, as the evidence from the data are 

always used to help support the alternative hypothesis (rather than the null hypothesis). 

[3 marks] 

 

(iii) For a non-inferiority trial, the null hypothesis 𝐻0:  ≥ 𝑁 is rejected if the upper limit 

for a 100(1 − )% one-sided confidence interval for   is less than the limit of non-

inferiority 𝑁, for which the probability, under 𝐻0,  is given by: 

 

Pr[Reject 𝐻0|  ]= ((
𝑁


− 𝑧) −




) , 

where  is the cumulative distribution function of the standard normal distribution and 

 = √1 𝑛𝑇 + 1 𝑛𝐶⁄⁄  . 

Given this, show that  Pr[Reject 𝐻0|]  has a maximum under 𝐻0 when  = 𝑁. Hence, 

show that this procedure has a Type I error probability less than or equal to  . 

 

ILO 4: Level Medium 

   

  



MATH38072 

 Page 24 of 26  

 
 

SOLUTION 

Pr[Reject 𝐻0 |  ] =  Pr[ ̂ − 𝑧 >  − 𝑁] =  Pr[̂  > − 𝑁 + 𝑧] . 

Since   ̂ ~ 𝑁[,22],  

Pr[Reject  𝐻0 |  ] =   (
𝑁− 𝑧 + 


) :  Equation (1) 

The maximum of this expression can be obtained by differentiation w.r.t. .  

The derivative is: 

𝑑

𝑑
Pr[Reject  𝐻0 |  ] =  

1


  (

𝑁 − 𝑧 +  


) 

where   is the standard normal density function. 

Since  >0 for finite values, it follows that 
𝑑

𝑑𝑡
Pr [Reject  𝐻0 |  ]  is always positive and so 

Pr[Reject  𝐻0 |  ] is monotone increasing with   as, under 𝐻0 ,  ≥ 𝑁 . 

Hence, the Type 1 error rate has a maximum when  =  𝑁. 

Setting  =  𝑁 , in Equation (1). 

Pr[Reject  𝐻0 |  ] =   (
𝑁− 𝑧 +𝑁 


) = (−𝑧) =   . 

Hence, the probability of a Type 1 error must be less than or equal to . 

[7 marks] 

 

(iv) A randomised controlled non-inferiority trial was carried out to test whether Nurse-

led Telephone follow-up (Telephone Group) was non-inferior to the current standard care 

of Consultant-led Hospital follow-up (Hospital Group) for women following treatment for 

cancer of the endometrium (the inner lining of the uterus). The primary outcome was 

measured on a continuous scale using a questionnaire-based measure of anxiety, with 

higher scores representing greater anxiety. Follow-up data were collected on 111 

participants from the Telephone Group and 106 from the Hospital Group. The computer 

output from the statistical analysis is given below. 
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Two-sample t test with equal variances 

------------------------------------------------------------------------------ 

   Group |     Obs        Mean    Std. Err.   Std. Dev.   [90% Conf. Interval] 

---------+-------------------------------------------------------------------- 

telephon |     111    33.00901    1.045759    11.01775    31.27428    34.74374 

hospital |     106     35.5283    1.265849    13.03271    33.42763    37.62897 

---------+-------------------------------------------------------------------- 

combined |     217    34.23963    .8201926    12.08219    32.88472    35.59454 

---------+-------------------------------------------------------------------- 

    diff |           -2.519293    1.635633               -5.221312    .1827265 

------------------------------------------------------------------------------ 

    diff = mean(telephon) - mean(hospital)                        t =  -1.5403 

Ho: diff = 0                                     degrees of freedom =      215 

 

    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0 

 Pr(T < t) = 0.0625         Pr(|T| > |t|) = 0.1250          Pr(T > t) = 0.9375 

 

A difference of less than 3.5 points on the anxiety scale was considered by researchers to 

be an unimportant difference between treatments. Using the computer output given above, 

test whether the Nurse-Led Telephone follow-up was non-inferior to the Consultant-Led 

Clinic Hospital-based follow-up for the primary outcome measure.   Interpret your findings 

in the context of the trial.  Can you also conclude superiority of the Nurse-led Telephone 

follow-up on the primary outcome measure? 

 

ILO 3: Level Medium 

 

SOLUTION 

The upper limit for a two-sided 90% confidence interval for the treatment effect   is the 

same as the upper limit for a one-sided 95% confidence interval.  

From the output this equals 0.704. 

As 0.704 is less than 3.5, the limit of non-inferiority, the null hypothesis 𝐻0:  ≥ 𝑁 

(treatment inferior) can be rejected in favour of the alternative hypothesis 𝐻1:  < 𝑁 

(treatment non-inferior). 

[3 marks] 
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In the context of the trial, this can be interpreted as follows: 

The Nurse-Led Telephone follow-up was significantly non-inferior to the Consultant-Led 

Clinic Hospital-based follow-up for anxiety at the 5% significance level, based on the upper 

confidence limit for the treatment effect, 0.70 being less than the non-inferiority limit of 3.5 

points on the anxiety scale. 

[2 marks] 

 

It is not possible, however, to conclude that the Nurse-Led Telephone follow-up was 

significantly non-inferior to the Consultant-Led Clinic Hospital-based follow-up for anxiety 

at the 5% significance level.  This would involve testing 𝐻0:  = 0  against 𝐻1:  ≠ 0 .  

The p-value for this test is given in the computer output as 0.125 > 0.05 so 𝐻0:  = 0  

cannot be rejected at the 5% significance level and so we cannot conclude that the Nurse-

Led follow-up is superior to the Consultant-Led Clinic Hospital-based follow-up in terms of 

patient anxiety. 

[3 marks] 

[Total part (iv): 8 marks] 

 

[Total 20 marks] 

  
Total marks:   ILO 1: 18 (A:12; B:6); ILO2: 12 (A:0; B:12); ILO3: 34 (A:18; B:16); 

   ILO4: 36 (A:10; B:26) 

 
 
 
 

END OF EXAMINATION PAPER SOLUTIONS 



















Solutions to exam MATH39512 Actuarial Models 2 2018

General remarks MATH39512 Actuarial Models 2 covers units 5 (on basic definitions and concepts in
survival analysis; tested throughout this exam paper), 6 (on non-parametric and parametric estimation
of survival times; see Questions 1 and 3) and 7 (on the Cox PH model; see Question 4) of the syllabus
of CT4 of the Actuarial Profession. The material covered in this course unit goes beyond this particular
part of the CT4 syllabus as other topics in survival analysis, like (left-)truncation, the log-rank test,
frailty and applications of martingales in survival analysis are taught in this course unit as well. The
individual learning outcomes (ILOs) associated with this course unit are

1. Determine whether a given censoring mechanism for the purpose of estimating survival times is
independent or not.

2. Perform estimation of truncated and censored survival times using non-parametric, parametric
and semi-parametric methods.

3. Carry out a variety of hypothesis tests (in particular, 2-sample, likelihood related and graphical
tests) associated with the estimation procedures and interpret the outcomes.

4. Use martingales associated with counting processes for computing expectations and variances of
estimators and test statistics of survival times.

5. Describe the frailty effect and how it can explain certain artefacts that might appear (like decreas-
ing population hazard, crossover phenomenon) in a given proportional frailty model.

Regarding the originality level of the questions and how they are aligned with the ILOs and at what
level (low/medium/high):

• Question 1 on non-parametric estimation: parts (a) and (b) are standard, part (c) is new while
(d) is a variation of an exercise. This question is associated with ILO 2 with part (a) at low to
medium level, (b) at low level, (c) at medium level and (d) at medium to high level.

• Question 2 on independent censoring: students have seen such questions before but not within
this particular context. This question is associated with ILO 1 at medium level.

• Question 3 on parametric estimation: part (a) is very similar to an exercise but with the difference
that now a derivation is required as well. This part is associated with ILO 2 at medium to high
level. Regarding part (b), students have seen similar questions though typically within a non-
parametric estimation setting rather than a parametric one as is the case here. Further subpart
(ii) is unusually easy. Part (b)(i) is associated with ILO 3 at low to medium level while parts (ii)
and (iii) are associated with ILO 4 at respectively low and high level.

• Question 4 on Cox PH model: fairly standard though the application is original and students
typically find estimation with the Cox PH model difficult. Regarding part (d), students are used
to being asked to carry out a hypothesis test rather than to describe one. Parts (a)-(c) are
associated with ILO 2 at medium level and part (d) is associated with ILO 3 at medium level.

• Question 5 on frailty: this particular proportional frailty model has not been seen before. Re-
garding parts (b) and (c), students have seen similar questions in the exercises but the context
is original and the style is somewhat different here. This question is associated with ILO 5 at
medium level.
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Answer to 1

(a) We first find the values for τi (the ith ordered observed genuine failure time), di (the observed
number of failures at τi) and ri (observed number of individuals at risk of failing just before τi).

The values are given in the table below. Then we can compute the Kaplan-Meier estimate Ŝ(t)

at the failure times τi using Ŝ(τ1) = (1 − d1/r1) and the recursion, Ŝ(τi) = Ŝ(τi−1)(1 − di/ri),
i = 2, . . . , k, where k denotes the total number of distinct genuine failure times. This leads to the
last column of the table below. Note that as Ŝ(t) is a right-continuous step function, the value

of Ŝ(t) for t ∈ [τi, τi+1), i = 1, . . . , k − 1, is given by Ŝ(t) = Ŝ(τi), whereas Ŝ(t) = 1 for t ∈ [0, τ1)

and Ŝ(t) = Ŝ(τk) for t ≥ τk. The plot of the Kaplan-Meier estimate is provided in Figure 1.

i τi di ri Ŝ(τi)
1 3 1 3 0.667
2 10 1 10 0.600
3 11 1 8 0.525
4 12 2 7 0.375
5 16 1 5 0.300
6 25 1 1 0.000

0 5 10 15 20 25
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Figure 1: Plot of the Kaplan-Meier estimate.

[Mark distribution: 3 for correct definition with explanation of notation, 3 for correct table, 2 for
correct final answer and plot.]

(b) With T the random variable representing the failure time of an individual we need to estimate
P(T ≤ 20) = 1− P(T > 20). Using the Kaplan-Meier estimate, we can estimate this quantity by

1− Ŝ(20) = 1− 0.300 = 0.700,

where the value of Ŝ(20) can be estimated from Figure 1 (in combination with the table above
it).

(c) If the survival data corresponding to individual 1 is (0, 3] instead of (1, 3], then there are more
individuals at risk at the beginning which leads to an increase of the Kaplan-Meier estimate at
that time, which in turn leads to an increase of the Kaplan-Meier estimate at any time due to its
product structure. Simply said, the exposed to risk increases while the number of failures remains
the same and so the estimated survival probability increases. This means that the estimate of
the probability in part (b) goes down.
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(d) We want to estimate the quantity

E [T |T ≤ 15] =
E
[
T1{T≤15}

]
P(T ≤ 15)

=

∫ 15

0
P(T > t)dt− 15P(T > 15)

P(T ≤ 15)
=

∫ 15

0
P(T > t)dt− 15P(T > 15)

1− P(T > 15)
.

We can estimate this quantity, using the Kaplan-Meier estimate, via∫ 15

0
Ŝ(t)dt− 15Ŝ(15)

1− Ŝ(15)

=
1(3− 0) + 0.667(10− 3) + 0.6(11− 10) + 0.525(12− 11) + 0.375(15− 12)− 15 · 0.375

1− 0.375

=
4.291667

0.625
=6.867.

Answer to 2

A censoring mechanism is called independent if under this mechanism the hazard rate of an individual
who is at risk at time t (i.e. has not experienced the event in question (which in this case is dying due
to Alzheimer’s disease) and has not been censored) is the same as that of an individual who is at risk
at time t in the hypothetical situation where there is no such censoring. So with independent censoring
the individuals who remain at risk are ‘representative’ for the sample of patients that we would have
had, if there had been no censoring.

In this example, the censoring is independent since there is no reason why the hazard rate of a person
at risk would alter when the study would run its full course in comparison to the current case where it
is stopped early because of too many patients dying. This kind of censoring (namely type II censoring)
is actually quite common, especially in the area of reliability and is known to be independent.

As a side remark, note that although the censoring, i.e. stopping the treatment early, might well
save some lives, this affects the hazard rate of dying due to Alzheimer’s disease after censoring occurs,
but for verifying whether or not the censoring is independent one needs to look at the hazard rate of an
individual before censoring occurs and compare this with the (hypothetical) case where the censoring
mechanism is removed. Since an individual who is still at risk either receives the treatment in both
situations or does not receive the treatment in both situations, the hazard rates in the aforementioned
two situations are the same (and so the censoring is independent).

[Mark distribution: 2 for correct definition, 3 for correct explanation.]

Answer to 3

(a) Denote by T the generic survival time with hazard function µ(t). Since the hazard function is
µ(t) = αλαtα−1, the cumulative hazard function equals

A(t) =

∫ t

0

µ(s)ds =

∫ t

0

αλαsα−1ds = λαsα|ts=0 = λαtα

and so the survival function is

S(t) = exp (−A(t)) = exp (−λαtα) .

Hence the pdf of T is
f(t) = µ(t)S(t) = αλαtα−1 exp (−λαtα) .
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Let Li(α, β) be the likelihood of (α, β) given the data of individual i only, where the individuals
are labelled 1 to 5 from left to right. For a censored observation ti+, the likelihood by the
independence of the censoring and the survival time is Li(α, β) = Pr(T > ti)ci = S(ti)ci, where
ci is some unimportant constant (i.e. does not depend on α or β). Similarly, for an uncensored
observation ti, the likelihood is Li(α, β) = Lik(T = ti)ci = f(ti)ci, where again ci is some
unimportant constant. Then given that individuals 1, 2 and 4 fail and the others are censored
and that all individuals are independent, the likelihood of all individuals combined is,

L(α, β) =
5∏
i=1

Li(α, β) = Cf(2)f(5)f(6)S(5)S(7) = Cµ(2)µ(5)µ(6)S(2)S(5)2S(6)S(7),

where C is an unimportant constant and for the last equality we used f(t) = µ(t)S(t). Hence,
recalling that S(t) = e−A(t), the log-likelihood is

`(α, β) = log(L(α, β)) = log(C) + log(µ(2)) + log(µ(5)) + log(µ(6))−A(2)−2A(5)−A(6)−A(7),

Since A(t) = λαtα and log(µ(t)) = log(αλα) + (α− 1) log(t), we get in the end,

`(α, β) = log(C) + 3 log(αλα) + (α− 1)[log(2) + log(5) + log(6)]− λα[2α + 2 · 5α + 6α + 7α].

[Mark distribution: 3 for correct general likelihood formula in terms of hazard, cumulative hazard
and/or survival function, 2 for its derivation, 3 for inserting the data into the formula correctly.]

(b) (i) We have N∞ = 3 and

Rs =



5 if s ∈ [0, 2],

4 if s ∈ (2, 5],

2 if s ∈ (5, 6],

1 if s ∈ (6, 7],

0 if s ∈ (7,∞),

which implies
∫∞
0
Rsds = 5 · 2 + 4 · 3 + 2 · 1 + 1 · 1 = 25. Hence∣∣∣∣∣∣N∞ − λ

∫∞
0
Rsds√

λ
∫∞
0
Rsds

∣∣∣∣∣∣ =

∣∣∣∣3− 0.20 · 25√
0.20 · 25

∣∣∣∣ =
2√
5

= 0.89.

Since 0.89 < 1.96 = z0.025 we do not reject the null hypothesis at significance level 0.05 with
this 1-sample test. We conclude that according to the 1-sample test there is no evidence at
the 5% significance level that the hazard rate is not a constant equal to 0.20.

(ii) Under H0, µ(t) = λ for all t ≥ 0, so under H0, Z = M . So since M is a martingale, then so
is Z under H0.

(iii) Since martingales have constant expectations and Z0 = N0 − 0 = 0 (since with probability
1 no individual dies at time 0), we have for any t ≥ 0, E[Zt] = E[Z0] = 0.
For the variance, we use a result from the notes that the variance of a 0-mean martingale
is equal to the expectation of its square bracket process, i.e. Var(Mt) = E[[M ]t], where
the square bracket process [M ] = {[M ]t : t ≥ 0} is defined as [M ]t =

∑
0<s≤t(∆Ms)

2 with
∆Ms := Ms − limu↑sMs. Since under H0, Z is a martingale, we thus deduce, for any t ≥ 0,

Var(Zt) = E[[Z]t] = E

[∑
0<s≤t

(∆Zs)
2

]
= E

[∑
0<s≤t

(∆Ns)
2

]
= E

[∑
0<s≤t

∆Ns

]
= E [Nt] ,
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where the third equality follows because (i) λ
∫ t
0
Rsds is continuous in t and thus the jumps of

Z coincide with the jumps of N , (ii) the fourth equality follows because P(∆Ns ∈ {0, 1}∀s ≥
0) = 1 since multiple individuals cannot die at the same time with strictly positive probability
because they are independent and their survival times are continuous random variables and
(iii) the last equality follows because t 7→ Nt is a step function with jump sizes of +1. Since
under H0, E[Nt] = λE[

∫ t
0
Rsds] as under H0, E[Zt] = 0, we thus conclude that under H0,

Var(Zt) = λE[
∫ t
0
Rsds] for any t ≥ 0.

Answer to 4

(a) Let x1 be the amount of time an individual has spent in jail and x2 = 1 respectively x2 = 0 if an
individual has a high respectively low income. Then the hazard function of an individual with
covariates x1 and x2 is given by

µ(t) = µ0(t)e
β1x1+β2x2 ,

where µ0(t) is the baseline hazard function and β1, β2 are the regression coefficients corresponding
to the covariate x1 and x2 respectively.

(b) We label the persons in the table from left to right by 1 to 5. Denote the multiplier of individual
i by

ψi = exp(β1x
(i)
1 + β2x

(i)
2 ),

where x
(i)
1 and x

(i)
2 are the values of the covariates x1 and x2 of individual i. Using the data and

the definitions of x1 and x2 we have

ψ1 = e5β1 , ψ2 = e2β1 , ψ3 = e9β1+β2 , ψ4 = ψ5 = e10β1+β2 .

Since there are no ties with the genuine failure times, we can use the following formula for the
partial likelihood that one can find in the notes:

LP (β1, β2) =
k∏
j=1

ψIj∑
m∈Rj

ψm
,

where k is the number of distinct genuine failure times, Ij denotes the individual who failed at the
jth ordered, genuine failure time which is denoted by τj and Rj consists of the set of individuals
who are at risk of failing just before time τj. The values of τj, Ij and Rj are given below:

j τj Ij Rj

1 1 1 {1, 2, 3, 4, 5}
2 6 3 {3, 4, 5}
3 15 5 {5}

Therefore,

LP (β1, β2) =
ψ1

ψ1 + ψ2 + ψ3 + ψ4 + ψ5

× ψ3

ψ3 + ψ4 + ψ5

× ψ5

ψ5

=
e5β1e9β1+β2

(e5β1 + e2β1 + e9β1+β2 + 2e10β1+β2)(e9β1+β2 + 2e10β1+β2)
.

[Mark distribution: 3 for correct definition of LP with explanation of notation, 3 for correct table,
1 for correct final answer.]
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(c) A left-truncated survival time means that the individual was not observed from time 0 onwards
but from a later time onwards. In the context of this study time 0 is the time when the individual
was released from jail, so a survival time left-truncated at time t means that the corresponding
individual started being observed t months after he/she was released from prison.

(d) As β2 is the regression coefficient corresponding to the income covariate, we want to test H0 :
β2 = 0 versus HA : β2 6= 0. With LP (β1, β2) the partial likelihood, the test statistic in the
likelihood ratio test takes the form,

Λ =
maxβ1 LP (β1, 0)

maxβ1,β2 LP (β1, β2)
.

If −2 log Λ > λα where λα > 0 is such that P(χ2
1 = λα) = α (with χ2

ν denoting a random variable
that is chi-squared distributed with ν degrees of freedom), then we reject H0 at significance level
α ∈ (0, 1). Otherwise, we do not reject H0. If we reject H0 at significance level α, then this
suggests that, at this particular significance level, there is evidence that β2 6= 0, which means
that there is evidence that the income has an effect on the recidivism rate. On the other hand, if
we do not reject the H0 at significance level α, then there is no significant (at level α) evidence
that the income has an influence on the recidivism rate.

[Mark distribution: with reference to the question statement, 3 for (i) and (iii), 3 for (ii).]

Answer to 5

(a) Let T be the “aggregate/collective” survival time of the population and let α(t) = 0.01 · te−bt
so that µ(t|Z) = α(t)Z. By definition of the individual hazard function µ(t|Z), the individual
survival function (given the frailty Z) is given by

P(T > t|Z) = e−
∫ t
0 µ(s|Z)ds = e−

∫ t
0 α(s)dsZ = e−A(t)Z (1)

where A(t) :=
∫ t
0
α(s)ds is given by

A(t) =

{
0.01

∫ t
0
se−bsds = 0.01

(
− s
b
e−bs − 1

b2
e−bs

)t
s=0

= 0.01
b2

(
1− bte−bt − e−bt

)
if b > 0,

0.01
∫ t
0
sds = 0.01

(
1
2
t2
)t
s=0

= 0.005 · t2 if b = 0.
(2)

The Laplace transform φ(λ) of Z is given by

φ(λ) = E[e−λZ ] =e−λ·1P(Z = 1) +

∫ ∞
0

e−λzfZ(z)dz

=pe−λ + (1− p)
∫ ∞
0

e−(λ+1)zdz

=pe−λ + (1− p) 1

λ+ 1
.

(3)

For later reference, note that

−φ
′(λ)

φ(λ)
=
pe−λ + (1− p) 1

(λ+1)2

pe−λ + (1− p) 1
λ+1

. (4)

Hence by (1) and (3), the survival function of the population is given by

P(T > t) = E[P(T > t|Z)] = φ(A(t)) = pe−A(t) + (1− p) 1

A(t) + 1
. (5)
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The connection between the population survival function and the population hazard function
denoted by µ(t) is P(T > t) = e−

∫ t
0 µ(s)ds. Using this, (5) and (4), we then deduce that the

population hazard function µ(t) is given by

µ(t) =−
d
dt
P(T > t)

P(T > t)
= −A′(t)φ

′(A(t))

φ(A(t))
= −α(t)

φ′(A(t))

φ(A(t))
= 0.01 · te−bt

pe−A(t) + (1− p) 1
(A(t)+1)2

pe−A(t) + (1− p) 1
A(t)+1

with A(t) given by (2).

[Mark distribution: 3 for correct general formula with explanation of notation, 2 for correct φ(λ),
2 for correct A(t), 1 for correct final answer.]

(b) The explanation of the research team corresponds to the individual hazard function µ(t|Z) =
0.01 · te−btZ having the same shape as the population hazard function. Whereas b = 0 leads
to µ(t|Z) being increasing over time, b = 0.05 leads to a peak of µ(t|Z) at t = 20 (since te−bt

attains its maximum at t = 1/b). If p = 1, then individual hazard function and the population
hazard function coincide whereas p = 0.75 the shape of the population hazard function would
be somewhat different from the one of the individual hazard function and the point where the
maximum is reached will shift. So the choice p = 1 and b = 0.05 aligns best with the explanation
of the research team.
Note: the choice p = 0.75 and b = 0.05 is also in quite close alignment with the explanation of
the research team and students can get full marks for choosing this set as well (provided their
justification is sound).

(c) (i) Due to individuals having different frailty levels (e.g. because of different genes), some
individuals are at any time more likely to develop the disease than others. The ones who are
more likely to get the disease will typically get the disease at a relatively early age meaning
that at a later age the part of the population that is still at risk of developing the disease will
consist primarily of less frail individuals who are less likely to obtain the disease and who
will therefore drag down the population hazard rate at those later ages. This is the frailty
effect which can explain the population hazard rate being decreasing after a certain age. In
combination with the disease being less likely to occur at very young ages, the frailty effect
can cause a peak of the population hazard rate at e.g. age 20.

(ii) Whereas b = 0.05 leads to an individual hazard rate peaking at age 20, the b = 0 case gives
an increasing individual hazard function which goes against the explanation of the research
team. Further, p = 1 results in a proportional frailty model where everyone has the same
frailty level so the frailty effect cannot take place then. Hence p = 0.75 and b = 0 is the
right answer.

[Mark distribution: 3 for (i), 3 for (ii); though a very good answer in one part showing
knowledge/understanding regarding the other part can lead to a higher mark than 3 for a
single part if e.g. no answer is given for the other part.]

7



Contingencies 2, Exam May-June 2018-19 SOLUTIONS

1 Context

The examination follows on from the approach adopted in previous years and is similar to
that used for Contingencies 1. A formula sheet is attached to the examination paper which
is a subset of relevant information in the Orange Book. It is a shortened version of the sheet
for Contingencies 1 with some added joint life functions described.

The exam will be sat in the computer cluster with internet access restricted to the manch-
ester.ac.uk domain only and access to no software other than R, R Studio and Notepad. Su-
pervision, including the presence of IT staff, will be arranged in the same way as in previous
years.

As for the questions, they are set consistently with the material covered in the course
notes. Questions are also set consistently with the tutorials.

• Question 1 is straightforward book work although it does get progressively harder.

• Question 2 is similar to the questions from the exercise sheet providing a test on the
use of the R functions and an appreciation of the short cut in the notes for part b).
The use of a same sex couple means that the student reduces the time spent changing
the mortality table.

• Question 3 is a simple proof. We don’t cover proof work that often in the exams.

• Question 4 is similar to exercise sheet questions and is, for parts a) and b) largely book
work. The final part is a bit different as, given constant forces of transition, it is an
EPV that can be evaluated.

• Question 5 is a basic evaluation of the probabilities in a multiple decrement table
followed by an example where the two decrements do not compete within a one year
period.

• Question 6 is a pensions question. Students generally find these to be a bit harder,
albeit that the main part is a fairly standard case. More testing are parts b) and
c) which requires an onderstanding of how the salary scale works and also the final
averaging factor. The question addresses a form of pension benefit change seen in
practice.
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• Question 7 is different to the questions set in this area in previous year. It requires
an appreciation of what the data shows and then asks for an adjustment to be made
which is one of the harder aspects of the work on unit linked policies. The question
also gives opportunity to do a basic zeroisation calculation.

• Question 8 is book work in the first part and an opportunity to apply the knowledge
the students have to a current phenomena.

The material covered in Contingencies 2 is based primarily on objectives (vi) to (x) (but with
reference back to (i) to (v)) of the CT5 course. In terms of the questions they are set based on:

• Question 1 - Based mainly on objective (vi), part 1.

• Question 2 - Based mainly on objective (vi), part 1.

• Question 3 - Based mainly on objective (vi), part 1.

• Question 4 - Based mainly on objective (vii), part 3.

• Question 5 - Based mainly on objective (viii), part 2.

• Question 6 - Based mainly on objective (viii), part 6.

• Question 7 - Based mainly on objective (ix), parts 3 and 5.

• Question 8 - Based mainly on objective (x), part 3.
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2 Intended Learning Outcomes

1. Develop formula for and calculate expected present values (using either the standard
R functions used in the course, by hand or using simple integration techniques) for
assurances and annuities for joint life policies, last survivor policies and also policies
where the order in which death might occur is a factor. Use these to calculate premiums
and reserves for policies.

2. Write down integrals for the expected present value of benefits subject to competing
risks (e.g. retirement and death) defined by a Markov model.

3. Recognise the difference between the forces of transition, dependent rates of transition
and independent rates of transition and be able to calculate one from another.

4. Use the forces and rates of transition described in 3. correctly in the context of both
Multi State Modelling and the development and application of a Multiple Decrement
Table to calculate expected present values.

5. Develop formula to calculate the expected present value of defined benefit pension
schemes and use the standard functions developed in R to calculate their value.

6. Develop formula for and calculate the profit vector, profit margin and Internal Rate of
Return for both conventional and Unit Linked policies.

7. Describe why insurers zeroise their reserves and demonstrate how to do this.

8. Describe the factors affecting mortality and also the different forms of mortality selec-
tion.

9. Write down the formula and calculate values for a number of single figure indices de-
veloped during the course which are used to compare the mortality experience between
different populations.
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3 Solutions

1. QUESTION 1

Using the following extracts from two simplified mortality tables, one for life x and
one for life y, calculate the probabilities below (in all cases assume the first life is life
x and the second is life y):

age x lx age y ly
30 10,000 20 10,000
31 9,900 21 9,950
32 9,800 22 9,900
33 9,700 23 9,850

(a) p32:22

(b) 2p30:20

(c) 2|q30:20

(d) 2|q30:20

[Total 12 marks]

Distribution of marks : 2, 2, 4, 4, total marks = 12

ILO covered

ILO 1: Develop formula for and calculate expected present values (using either the
standard R functions used in the course, by hand or using simple integration tech-
niques) for assurances and annuities for joint life policies, last survivor policies and
also policies where the order in which death might occur is a factor. Use these to
calculate premiums and reserves for policies.
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SOLUTION Q1

(a) p32:32 = p32 · p32 = (9, 700/9, 800) × (9, 850/9900) = 0.9848

(b) 2p30:30 = (9, 800/10, 000) × (9, 900/10, 000) = 0.9702

(c) 2|q30:30 = 2p30:30 × (1 − p32:32) = 0.9702 × (1 − 0.9848) = 0.01475

(d) 2|q30:30 = 2|q30 + 2|q30 − 2|q30:30 = 0.01 + 0.05 − 0.01475 = 0.00025

Note the terms for 2|q30 in part d) above are for each of the two lives and equal
(9, 800 − 9, 700)/10, 000 and (9, 900 − 9, 850)/10, 000 respectively.

2. QUESTION 2 For two lives both aged 40 exact and assuming that both lives are sta-
tistically independent, calculate the expected present value of the following assurances,
assuming a rate of interest of 3% p.a. and mortality of PFA90C20 for both lives:

(a) A40:40

(b) A1
40:40

(c) A40:40

Distribution of marks : 3, 2, 4, total marks = 9

ILO covered

ILO 1: Develop formula for and calculate expected present values (using either the
standard R functions used in the course, by hand or using simple integration tech-
niques) for assurances and annuities for joint life policies, last survivor policies and
also policies where the order in which death might occur is a factor. Use these to
calculate premiums and reserves for policies.

5



SOLUTION Q2

1 > useLifeTable("PA92C20")

2 >

3 > i<-0.03

4 > x<-40

5 > y<-40

6 >

7 > ## part a)

8 >

9 > A4040 <-getEPVJointWholeLifeAss(x,"F",y,"F",i)

10 > A4040

11 [1] 0.3029919

12 >

13 >

14 > ## part b) answer is half A4040.

15 >

16 > ## part c) Need A40

17 >

18 > useLifeTable("PFA92C20")

19 >

20 > A40 <- getEPVWholeLifeAss(x,i)

21 > A40

22 [1] 0.2580503

23 >

24 >

25 > ## answer is 2xA40 - A4040

(a) This is: A40:40 = 0.30299

(b) This is: A1
40:40 = 0.5 × 0.30299 = 0.15150

(c) This is: A40:40 = 2 × 0.25805 − 0.30299 = 0.2131
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3. QUESTION 3

An insurance company issues a policy to two lives x and y which pays a sum assured
of £10,000 immediately on the first death. Premiums are payable continuously until
the first death occurs.

Assume a mortality model for life x which has µx = 0.01 for all x ≥ 0 and for life y
has µy = 0.012 for all y ≥ 0.

(a) Show that the premium for this policy is independent of the force of interest δ.

(b) Calculate the premium.

(c) If the policy was a whole life last survivor policy paying the same sum assured
immediately on death, with premiums also payable continuously until the second
death, would the amount of premium be dependent on the value of δ? Give an
explanation for your answer.

Distribution of marks : 3, 1, 4, total marks = 8

ILO’S covered

ILO 1: Develop formula for and calculate expected present values (using either the
standard R functions used in the course, by hand or using simple integration tech-
niques) for assurances and annuities for joint life policies, last survivor policies and
also policies where the order in which death might occur is a factor. Use these to
calculate premiums and reserves for policies.
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SOLUTION Q3

(a)

Premium =
10,000Āxy

āxy

=
10,000

∫∞
0

e−δt tpxy (µx+t + µy+t) · dt∫∞
0

e−δt tpxy · dt

= 10,000(µx+t + µy+t)

∫∞
0

e−δt tpxy · dt∫∞
0

e−δt tpxy · dt

= 10,000(µx+t + µy+t)

as µx+t + µy+t is constant and hence the premium is independent of δ.

(b) Premium is 10,000(0.01 + 0.012) = 220.

(c) It is dependent on δ.

The premium is calculated as :

Āx + Āy − Āxy
āx + āy − āxy

For both numerator and denominator it is not possible to factor out an expression
for the force of mortality across the whole of the term - for example, in the
numerator, the first term has µx+t as a factor, the second term has µy+t as a
factor and the third term has µx+t + µy+t as a factor.
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4. QUESTION 4

Consider a 3-state sickness model with states H (healthy), S (sick) and D (dead) and
the following forces of transition for a life aged x

• µHSx on transition from healthy to sick,

• µHDx on transition from healthy to dead,

• µSHx on transition from sick to healthy,

• µSDx on transition from sick to dead.

(a) Write down an integral expression for the expected present value (EPV) of a lump
sum sickness benefit of £20,000 payable immediately on becoming ill for the first
time for a healthy life aged 40 exact.

(b) Write down an integral expression for the expected present value (EPV) of a
sickness benefit of £10,000 payable immediately on becoming ill for the second or
any subsequent time for a healthy life aged 40 exact.

(c) Assume the above transition intensities take the following constant values, for all
x ≥ 0 :

• µHSx = 0.10

• µHDx = 0.01

• µSHx = 0.08

• µSDx = 0.02

Calculate the EPV for a sickness benefit of £2,000 p.a. for a life aged 30 exact
who is currently in the sick state where the benefit is paid until the life either
recovers or dies. Assume a force of interest of 0.03.

Distribution of marks : 3, 5,6, total marks = 14

ILO covered

ILO 2: Write down integrals for the expected present value of benefits subject to
competing risks (e.g. retirement and death) defined by a Markov model.

ILO 3: Recognise the difference between the forces of transition, dependent rates of
transition and independent rates of transition and be able to calculate one from an-
other.
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SOLUTION Q4

(a) The integral is 20,000
∫∞
0

e−δt tP
HH
40 · µ40+t · dt.

(b) The integral is 10,000
∫∞
0

e−δt
(
tP

HH
40 − tP

HH
40

)
· µ40+t · dt.

(c) The EPV is:

EPV = 2,000

∫ ∞
0

e−δt tP
SS
30 · dt

= 2,000

∫ ∞
0

e−0.03t e−
∫ t
0 (µ

SH
x+s+(µSD

x+s)·ds · dt

= 2,000

∫ ∞
0

e−0.03t e−
∫ t
0 (0.08+0.02)·ds · dt

= 2,000

∫ ∞
0

e−0.03t e−0.10t · dt

= 2,000

∫ ∞
0

e−0.013t · dt

= 2,000
[
e−0.013t

]∞
0
/− 0.13

= 2,000/0.13 = 15,385.
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5. QUESTION 5

Consider a 3-state multiple decrement model with states a (active), r (retired) and d
(dead).

(a) Given an independent probability of retiring when aged 60 of 0.1 and a constant
force of mortality of 0.01 for all ages between 60 exact and 65 exact, calculate
(aq)d60 and (aq)r60

(b) If retirement can only occur at the end of a year what is the probability of a life
aged 60 exact being active at age 61 exact?

Distribution of marks : 8, 4, total marks = 12

ILO covered

ILO 4: Use the forces and rates of transition described in 3. correctly in the con-
text of both Multi State Modelling and the development and application of a Multiple
Decrement Table to calculate expected present values.

SOLUTION Q5

(a) Using the following:

qr60 = 0.1, hence µr60 = −ln(1 − qr60) = 0.10536

and

(aq)d60 =
µd60

µr60 + µd60
· (1 − e−(µ

r
60+µ

d
60))

= (0.01/0.11536) · (1 − e0.11536) = 0.009445

and

(aq)d60 =
µr60

µr60 + µd60
· (1 − e−(µ

r
60+µ

d
60))

= (0.10536/0.11536) · (1 − e0.11536) = 0.09951
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(b) This is (1 − qd60) · (1 − qr60) = e−0.01 × 0.9 = 0.89104

6. QUESTION 6

A pension scheme provides a pension on normal health retirement, calculated as follows:

Annual amount of pension payable for life from norml health retirement at age x =
N

80
×FPSx

where

• FPSx = the average salary earned over the three years ending at age x and

• N is the total period of time the life has been a member of the pension scheme.

Now, consider a person aged 50 exact who joined the pension scheme 20 years ago.
You are told that the person has earned a salary of £25,000 in the previous year.

(a) Using the data and functions provided in R calculate the expected present value
(EPV) of the pension assuming the member retires between the age of 63 exact
and age 65 exact.

(b) The pension scheme is now changed so that there is a maximum value placed
on FPSx of £30,000. Calculate the EPV of the pension payable , assuming the
member retires between the age of 63 exact and age 65 exact, after this change.

(c) Instead of FPSx having a maximum value of £30,000, Sx, the salary earned
between ages x and x + 1, has this same maximum amount applied. Does this
change:

i. increase the EPV calculated in part b), or

ii. decrease the EPV calculated in part b), or

iii. leave the EPV calculated in part b) unchanged?

Distribution of marks : 14, 4, 4, total marks = 22

ILO covered

ILO 5: Develop formula to calculate the expected present value of defined benefit pen-
sion schemes and use the standard functions developed in R to calculate their value.

12



SOLUTION Q6

See R code:

1
2 useLifeTable("Pension")

3 >

4 > i<-0.04

5 >

6 > ## part a)

7 >

8 > #Service vector

9 >

10 > servvec <-c(33.5 ,34.5 ,35)

11 > servvec

12 [1] 33.5 34.5 35.0

13 >

14 > # salary vector

15 >

16 > z<-getAveSalScale("allHalf")

17
18 > s<-getSalScale("all")

19
20 > salvec < -25000*z[63:65]/s[49]

21 > salvec

22 [1] 30189.53 30649.52 30884.36

23 >

24 > # epv of pounds 1 vector

25 >

26 > cra <-getCommCr("all",i)

27
28 > D<-getCommD("all",i)

29 > D[50]

30 [1] 1795.915

31 >

32 > # overall EPV

33 >

34 > EPV <-servvec*salvec*cra [63:65]/D[50]

35 > EPV

36 [1] 18432.98 16044.74 176683.10

37 > Ansa <-sum(EPV)

38 >

39 > # Answer to part a)

13



40 >

41 > Ansa

42 [1] 211160.8

43
44
45 >

46 > ## part b)

47 >

48 > # see what FPS is

49 >

50 > salvec

51 [1] 30189.53 30649.52 30884.36

52 >

53 > # all values above pounds 30k

54 >

55 > ansb <-sum (30000* servvec*cra [63:65]/D[50])

56 >

57 > # Answer to part b)

58 >

59 > ansb

60 [1] 205645.8

61 >

62 > ## part c)

63 >

64 > # see all salary figures from S60 to S64 as these impact z63

.5, z64.5 and z65

65 >

66 > svec < -25000*s[60:64]/s[49]

67 > svec

68 [1] 29517.77 29949.62 30425.76 30868.67 31358.65

69 >

70 > # some are less than pounds 30k so 3 year average salary is

less than pounds 30k and EPV is less than for b)
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7. QUESTION 7

An insurer writes a 5 year unit linked endowment policy for a life aged 35. Death ben-
efits are payable at the end of the year of death and the maturity value on completion
of the 5 year term. Level premiums are paid yearly in advance. Benefits are paid at
the end of the year.

You are given the following tables of data:

Unit Fund

year Premium Premium bid net premium fund before management Unit
paid allocated offer allocated management charge Fund at

spread to policyholder charge year end

1 10,000 8,000 320 7,680 8,064 81 7,983

2 10,000 10,500 420 10,080 18,966 190 18,776

3 10,000 10,500 420 10,080 30,299 303 29,996

4 10,000 10,500 420 10,080 42,080 421 41,659

5 10,000 10,500 420 10,080 54,326 543 53,783

Non-Unit Fund

year Non allocated bid/offer Expenses interest on management Profit
premium spread fund at 4% charge

1 2,000 320 3070 (30) 81 (699)

2 (500) 420 120 (8) 190 (18)

3 (500) 420 120 (8) 303 95

4 (500) 420 120 (8) 421 213

5 (500) 420 120 (8) 543 335

In addition assume :
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• (ap)x = 0.99 for all x

• Interest on reserves = 3%p.a.

(a) State the allocation percentage and the bid offer spread (as a percentage) for this
policy for all years.

(b) What is the assumed investment return on the Unit Fund each year implied by
this data?

(c) What is the amount payable on death implied by this data?

(d) Zeroise the profit vector for this policy

(e) If the insurance company decides to introduce a penalty to the policyholder on
surrender equal to 10% of the value of the Unit Fund, what is the new Profit
Vector. Assume the dependent probability of surrender, (aq)sx = 0.05 for all ages
x.

Distribution of marks :2, 3, 2, 6, 4, total marks = 17

ILO’s covered

ILO 6: Develop formula for and calculate the profit vector, profit margin and Internal
Rate of Return for both conventional and Unit Linked policies.

ILO 7: Describe why insurers zeroise their reserves and demonstrate how to do this.

SOLUTION Q7

(a) 80% in year one and then 105% thereafter. The bid offer spread is 4%

(b) 5% for all years.

(c) The death benefit is the value of the Unit Fund at the end of the year of death.

(d) We use the equuation below:

(NUCF )t + t−1V (1 + i) − px+t−1 tV = (PRO)t

As the last negative cash flow is in year 2 we can say that 2V = 0.
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Hence

As (NUCF )2 − p36 2V < 0, (PRO)2 = 0

Calculate 1V : −18 + 1V × 1.03 − p33 × 0 = 0

1V = 18/1.03

= 17.48

As 0V = 0, by definition

Calculate (PRO)1 : −699 + 0 × 1.03 − p30 × 17.48 = (PRO)1

(PRO)1 = −699 − 0.99 × 17.48

= −716.30

Hence the zeroised Profit Vector is:

(−716, 0, 95, 213, 335)

(e) the profit from surrenders is calculated as Unit Fund ×0.1 × 0.05.

Hence the vector of profits on surrender is (40, 94, 150, 208, 0). The last term is
zero because the policy matures after 5 years.

Applying these to the non-zeroised vector (over reserving will otherwise occur)
gives the profit vector :

(-659, 76, 245, 421, 335)
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8. QUESTION 8

(a) List four factors that affect mortality.

(b) Mortality for a population has, for 20 years, consistently shown improvements.
Recently these improvements have stopped. Referring to the factors affecting
mortality, give four reasons why this might have happened.

Distribution of marks : 2, 4, total marks = 6

ILO covered

ILO 8:Describe the factors affecting mortality and also the different forms of mortality
selection.

SOLUTION Q8

(a) 4 from: nutrition, occupation, lifestyle, climate, education, housing or any other
reasonable answer.

(b) any reasonable comment such as : More sedentary lifestyles, worse diet, climate
change/environment may cause more pollution, poor education regarding lifestyle
issues, poorer healthcare etc.
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Solutions for MATH39542 Risk Theory exam 2018/2019

Question justification

Most questions are similar to exercise sheets questions. The degree of similarity varies

somewhat, however no exam question is identical to an exercise sheet question. Questions

1(d), 2(d) and 4(b) are unseen variations on their theme. Questions 1(b), 2(e) and 4(c)

should be considered new/unseen. Questions 3(a), 5(b) and 5(c) are bookwork.

IFoA syllabus coverage

This course covers the IFoA syllabus objectives listed in below table.

CT unit topic exam question(s)

6 4 Ruin Theory 1 & 2

6 5 Bayesian Statistics 4

6 6 Credibility Theory 5

1



ILOs

The ILOs for this course are as follows. Be able to

1. compare and contrast the Bayesian approach and the frequentist approach to Statis-

tics.

2. describe the Bayesian approach to Decision Theory and relate the concepts Bayes

risk, Bayes rule, posterior risk and risk function.

3. determine the optimal action or decision function for a given decision problem using

the Bayesian approach.

4. evaluate Bayes estimate for the unknown parameter in the context of Bayesian

statistical inference.

5. discuss the assumptions and goals of Credibility Theory, and compute the types of

credibility estimates seen in the course.

6. describe the premium principles and their desirable properties seen in the course,

and (dis)prove whether a premium principle satisfies one of these desirable properties

for examples of similar difficulty as seen in the course.

7. discuss the elements making up Cramer-Lundberg model and the Net Profit Con-

dition.

8. evaluate the probability of ruin in a Cramer-Lundberg capital process for examples

of similar difficulty as seen in the course.

9. discuss the key idea in the proof of Lundberg’s inequality and apply it to a Cramer-

Lundberg capital process.

10. explain how reinsurance can be incorporated in the Cramer-Lundberg model and

determine the optimal level of reinsurance for examples of similar difficulty as seen

in the course.

Coverage of these ILOs by the exam questions is as follows (low/medium/high):

1. 2. 3. 4. 5. 6. 7. 8. 9. 10.

q1(a),(b),(c) m

q1(d) h h

q2(a) m

q2(b),(c),(d) h

q2(e) h

q3(a) l

q3(b) m

q4(a) m

q4(b),(c) h h h

q5 m m

Note: ILO 1 was covered in the first piece of coursework for this course.
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Solutions

Question 1

(a) For the trajectories, see Figure 1. As the trajectory for (Ut)t≥0 shows, ruin happens

after 9 months.

(b) The probability of ruin during the first year decreases, since the capital process with

this change in place dominates (Ut)t≥0.

(c) The NPC entails that c > λE[X1]. Using that we have seen in the exercises that

E[St] = λtE[X1] we indeed get for any t > 0 that

E[Ut] = u+ ct− E[St] = u+ ct− λtE[X1] = u+ t
(
c− λE[X1]

)
> u.

(d) We are asked to compute P(UJ1 < 0), where J1 ∼ Exp(λ) denotes the arrival time

of the first claim. Conditioning on J1:

P(UJ1 < 0) = P(u+ cJ1 −X1 < 0) = E[P(u+ cJ1 −X1 < 0 | J1)]

= E[1− FX1(u+ cJ1)] =

∫ ∞
0

(
1− FX1(u+ cs)

)
λe−λs ds.
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Figure 1: Trajectories for question 1(a)
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Question 2

(a) The NPC entails that c > λE[X1]. We can compute

E[X1] =

∫ ∞
0

xf(x) dx =
1

8

1

2

∫ ∞
0

2xe−2x dx+
15

4

1

4

∫ ∞
0

4xe−4x dx

=
1

8

1

2

1

2
+

15

4

1

4

1

4
=

17

64

and hence the NPC reads 1/2 > 1 · 17/64 and this indeed holds. For the integral we

used the mean of Exponetial distributions (also available on attached distribution

list), otherwise the integral can also be computed using integration by parts e.g.

(b) We know from the lecture (notes) that the Laplace exponent can be expressed as

ξ(θ) = cθ − λ+ λLX1(θ) for θ ∈ R.

Here

LX1(θ) = E[e−θX1 ] =
1

8

∫ ∞
0

e−(θ+2)x dx+
15

4

∫ ∞
0

e−(θ+4)x dx

=

{
∞ if θ ≤ −2

1
8(θ+2)

+ 15
4(θ+4)

if θ > −2.

Plugging in that c = 1/2 and λ = 1 we hence get that

ξ(θ) =

{
∞ if θ ≤ −2
1
2
θ − 1 + 1

8(θ+2)
+ 15

4(θ+4)
if θ > −2

and its domain is hence (−2,∞).

(c) The Lundberg coefficient R is defined as the absolute value of the only strictly

negative root of ξ (provided it exists). Hence we need to work out ξ(θ) = 0, which

with some algebra leads to(
1

2
θ − 1

)
8(θ + 2)4(θ + 4) + 4(θ + 4) + 15 · 8(θ + 2) = 0 =⇒

16θ3 + 64θ2 + 60θ = 0 =⇒ 4θ
(
4θ2 + 16θ + 15

)
= 0 =⇒ θ ∈

{
−5

2
,−3

2
, 0

}
.

Noting that −3/2 is the only strictly negative solution inside the domain of ξ, it

follows that R = 3/2.

(d) From the lecture (notes) we know that the ruin probability u 7→ ψ(u) is a non-

increasing function, that ψ(0) = λE[X1]/c = 1 · (17/64)/(1/2) = 17/32 (the mean of
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X1 was already computed in part (a)) and that (Lundberg’s inequality) ψ(u) ≤ e−Ru

for all u ≥ 0.

Now, ψ1 violates (only) Lundberg’s inequality (no matter whether the correct value

for R from part (b) or otherwise the suggested substitute is used), ψ2 violates (only)

that the value in u = 0 should be 17/32, and ψ3 violates (only) the non-increasing

property (indeed ψ′3(0) = 1/16 > 0). Hence only ψ4 remains.

Note: indeed ψ4 is the correct expression. We know from the lecture (notes) that

the Laplace transform of the survival probability satisfies

(Lϕ)(θ) =
c− λE[X1]

ξ(θ)
=

15(θ + 2)(θ + 4)

32θ(θ + 3/2)(θ + 5/2)
for θ > 0

(where the expression for ξ from part (b) was reused). It is easy to check that the

Laplace transform of u 7→ 1− ψ4(u) equals the above rhs for θ > 0 which confirms

that ψ4 is the correct expression by uniqueness of Laplace transforms. Students have

seen these techniques as well, and of course they could use these as well to come to

their answer if they so wish.

(e) We know from the lecture (notes) that for u = 0 the ruin probability is given

by λE[X1]/c (prvided that the NPC holds). Considering things as a function of

c ∈ (0, 3), the information about the claim sizes yields that the common mean of

the claim sizes can be expressed as(
1 + 0.2

(
c− 1

2

))
E[X1] = (0.2c+ 0.9)

17

64
.

Further, if the interarrival times with a common Exp(λ) = Exp(1) distribution

are mutiplied by a factor h then the resulting times have a common Exp(1/h)

distribution (students may use this as a fact since it was used in the exrecises in a

different context, if they don’t remember this then they could just work it out) —

in particular the resulting process is still a C-L process with claim intensity 1/h.

Hence the information about how the interarrival times depend on c translates to a

claim intensity of (
1 + 0.3

(
1

2
− c
))−1

= (1.15− 0.3c)−1.

Putting these together we hence get that the ruin probability is for any c ∈ (0, 3)

given by
0.2c+ 0.9

c(1.15− 0.3c)

17

64
(1)

provided that this quantity is in (0, 1], otherwise the NPC does not hold and then

the ruin probability is 1. Differentiating (1) wrt c gives

17

64

c(1.15− 0.3c) · 0.2− (0.2c+ 0.9)(1.15− 0.6c)

c2(1.15− 0.3c)2
=

17

64

0.06c2 + 0.54c− 1.035

c2(1.15− 0.3c)2
.
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The second order polynomial in the numerator has roots

−0.54−
√

0.54

0.12
≈ −10.6 and

−0.54 +
√

0.54

0.12
≈ 1.6

and since this polynomial is negative between its roots it follows that (1) attains its

minimum on the interval (0, 3) in (approx) 1.6. We still need to check that plugging

c = 1.6 into (1) does indeed yield a value of less than 1 (otherwise the NPC would

not hold in this point — though indirectly it is clear that this can’t happen since

the NPC also holds for c = 1/2, cf. part (a)), and we find a value of approx 0.3.

So we can conclude that the optimal choice for the premium rate is c = 1.6, with a

corresponding ruin probability of 0.3 (down from approx 0.53 for c = 1/2, cf. part

(d)).
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Question 3

(a) The Esscher premium principle is the mapping

π(X) =
E[XeβX ]

E[eβX ]
for some β > 0

and the Monotonicity property entails that

π(X) ≤ π(Y ) for all risks X, Y so that X ≤ Y .

(b) Note: one mark each is given for correctly quoting the principle and properties, two

marks for shwoing the first property, three marks for disproving the second property.

The Standard Deviation principle with loading factor β = 1.1 is the mapping

π(X) = E[X] + 1.1
√

Var(X)

The Scale Invariance property reads as π(cX) = cπ(X) for constants c > 0, and

indeed

π(cX) = E[cX] + 1.1
√

Var(cX) = cE[X] + 1.1
√
c2 Var(X) = cπ(X).

The No Rip-off property entails that if X ≤ C for some constant C, then π(X) ≤ C.

Let e.g. X take values 0 and 1 with prob 1/2 each, and C = 1. Then X ≤ C holds

but

π(X) =
1

2
+ 1.1

√
1

4
= 1.05 > 1.
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Question 4

(a) We are asked to compute Bayes estimate for θ under 0-1 loss, which we know from the

lecture (notes) is any maximiser of the posterior pmf. Using Bayes Thm to determine

the posterior pmf yields (using the attached distribution list as necessary)

fΘ|X(θ|7) = cfX|Θ(7|θ)fΘ(θ)

=

{
c ·
(

10
7

)
0.770.33 · 1/2 = c̃ · 0.74 = 0.74/(0.74 + 0.34) ≈ 0.97 if θ = θ1

c ·
(

10
7

)
0.370.73 · 1/2 = c̃ · 0.34 = 0.34/(0.74 + 0.34) ≈ 0.03 if θ = θ2,

where c, c̃ are constants indepedent of θ and the final equality uses that the probs

must sum to 1.

Hence θ1 has the larger probability and is therefore Bayes estimate for θ under 0-1

loss.

(b) We know from the lecture (notes) that for a general loss function, Bayes estimate is

any mimimiser of the posterior risk

a 7→ E[l(Θ, a) |X = 7] for a ∈ {θ1, θ2}.

Using the posterior distribution from part (a), we get for a = θ1

E[l(Θ, a) |X = 7] = fΘ|X(θ1|7) + cfΘ|X(θ2|7) = 0.97 + 0.03c

and for a = θ2

E[l(Θ, a) |X = 7] = cfΘ|X(θ1|7) + fΘ|X(θ2|7) = 0.97c+ 0.03.

It is readily checked that for any c > 1, the former is smaller than the latter.

(c) The quickest way to do this is to realise that the loss function l from part (b) can

be related to the 0-1 loss function l0-1 via

l(θ, a) = 1 + (c− 1)l0-1(θ, a),

and hence the posterior risks are related via

E[l(Θ, a) |X = x] = 1 + (c− 1)E[l0-1(Θ, a) |X = x]

from which we can readily conclude that both posterior risks necessarily have the

same minimiser a.

Alternatively a student could work out both these posterior risks, in which the pmf

of the posterior is now unknown, and appropriately compare these expressions to

come to the same conclusion.
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Question 5

(a) We have a Bayesian model in which the prior is Θ ∼ Gamma(α, β) and the likelihood

is Xi|Θ = θ ∼ Exp(θ) (slight abuse of notation).

We know from the lecture (notes) that the Bayes credibility estimate is given by

µ̂B(~x) = E[µ(Θ) | ~X = ~x],

where µ is the individual premium given by

µ(θ) = E|Xi |Θ = θ] =
1

θ
for θ > 0

where we used the Exp(θ) distrinbution of the likelihood. Hence

µ̂B(~x) = E[Θ−1 | ~X = ~x]. (2)

Using Bayes Thm to determine the posterior distribution we get for θ > 0 (using

the attached distribution list as necessary)

fΘ| ~X(θ|~x) = cf ~X|Θ(~x|θ)fΘ(θ)

= c ·
n∏
i=1

θe−xiθ · βα

Γ(α)
θα−1e−βθ

= c̃θα+n−1e−(β+nx̄)θ,

where c, c̃ are constants indepedent of θ and x̄ denotes the sample average. We

can recognise this as the pdf of a Gamma distribution (where we know we don’t

need to check multiplicative constants) and can conclude that the posterior has a

Gamma(α0, β0) distribution for α0 := α + n > 1 and β0 := β + nx̄.

Finally (2) can now indeed be computed as

µ̂B(~x) =

∫ ∞
0

θ−1 β0
α0

Γ(α0)
θα0−1e−β0θ dθ

=
β0

α0

Γ(α0)

Γ(α0 − 1)

β0
α0−1

∫ ∞
0

β0
α0−1

Γ(α0 − 1)
θα0−2e−β0θ dθ

=
β0

α0 − 1
,

where the integral on the second line equals 1, and the final equality uses the hint.

(b) We know from the lecture (notes) that both the Bayes and Bühlmann credibility

estimate are defined as Bayes estimate for µ(θ) under squared error loss, the only

difference being that Bühlmann minimises the Bayes risk involved over linear (in ~x)

decision functions only. However part (a) shows that the minimiser in the class of

all decision functions is linear in ~x, and hence minimising over only linear decision

functions will yield the same result.
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(c) One advantage is that the Bühlmann credibility estimate does not require the poste-

rior distribution, in particular it can still be used if only the mean and the variance

of the prior is available.
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